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Software maintenance is becoming an increasingly important factor in determining software costs. Researchers are investigating methodologies for improving program development and documentation which may, in turn, reduce maintenance costs. The result of the design phase of software development affects the quality of the code which is written and implemented. The ability with which a programmer solves a given problem directly affects the quality of the program developed for the solution.

An increasing amount of research is being performed in the area of problem solving and methods by which we teach novice programmers to solve problems. Many of the difficulties experienced by novice programmers are not a result of misunderstanding the language constructs, but a result of problems with forming a solution to the problem. The manner in which a novice programmer solves a problem will directly affect the program that is produced.

Knuth coined the phrase "literate programming" to refer to programs which are meant to be read by humans, as well as executed by a computer. His KEB programming methodology was designed to encourage pseudocode development, stepwise refinement,
and documentation of code, including the design rationale, prior to the actual writing of code. The methodology should also produce programs in which the documentation is highly correlated with the code.

This research involved the adaptation of a methodology which can be used to improve the software development process and the evaluation of programs which are developed in introductory computer science courses. The methodology combines literate programming with the concepts of problem solving to capture, document, and emphasize the problem solving process. The production of well-designed, readable, maintainable software for the solution of problems is the goal.

The methodology was tested and the results compared with previous introductory computer science classes. A group of novice programmers with limited programming experience utilized the methodology successfully in the development of problem solutions. The design solutions were then successfully used in the implementation of the accompanying programs. Since the implementation of the methodology was successful for the study, we feel the adaptation of the methodology is viable and should be tested in successive classes.
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## CHAPTER I

## INTRODUCTION

## I.A Background

The software crisis has been described as the inability to develop reliable, maintainable software in a timely, economical manner $[3,4,6,22,26]$. It is the focus of much attention and concern by software engineers. A method by which we can reduce the cost of developing software has been a goal for researchers in software engineering.

One of the predominant goals in developing software is to reduce both development and maintenance costs. Software maintenance is a factor in determining software costs as additional software is being developed. Typically, maintenance costs are approximately seventy percent of the total software life-cycle costs [22]. The development cycle of a software product may span one or two years, while the maintenance cycle can span five to ten years [22]. Therefore, ease of maintenance is an important consideration in software development.

Researchers are investigating methodologies for improving program development and documentation which may, in turn, reduce maintenance costs. Soloway, et. al. [49, 68, 69] explored the "design of software documentation for maintenance" in order for the maintainer of a program to be better able to understand the design rationale. The goal of literate programming, a concept introduced by Donald Knuth [28], is "instead of imagining that our task is to instruct a computer what to do, let us concentrate rather on explaining This dissertation was prepared in the format of Communications of the ACM.
to human beings what we want a computer to do." He stated "documentation is at least as important as programming" [28].

Researchers have found that many of the difficulties experienced by novice programmers are not a result of misunderstanding the language constructs, but a result of problems with "putting the pieces together" [69]. Thus, the process by which programs (and documentation) are developed should be examined.

An examination of the methods by which students are taught to program has led to the conclusion that there is a failure to provide explicit instructions in the area of problem solving [38]. Introductory computer science classes emphasize language features and general programming practices, although course syllabi often emphasize problem solving techniques.

Soloway states the major stumbling block is not the syntax of a language, but the composition and construction of a program. He also suggests the way to overcome the problem is to shift the method in which our introductory computer science students are taught. He uses the concept of goals and plans to emphasize design rather than syntax [64].

The focal point of this research is the adaptation of a methodology which can be used to improve the software development process and the evaluation of the programs which are being developed. The methodology combines literate programming with the concepts of problem solving to capture, document, and emphasize the problem solving process. The production of well-designed, readable, maintainable software for the solution of problems is the goal.

## I.B Research Objectives

The objectives of this research are to determine the effects of:

1. emphasizing software engineering concepts of problem specification and design;
2. including the design rationale and expected test results in the program as documentation;
3. developing more readable, understandable software as a result of the iterative problem solving process utilizing the framework of literate programming;
4. using the literate programming paradigm in emphasizing problem solving by iteration, review, and feedback; and
5. peer review as part of the design and development process.

This dissertation is the result of the development of a problem solving methodology which may improve the manner in which software is designed and developed.

## I.C Overview

A survey of the literature in the areas of problem solving and literate programming is in Chapter II, including:

- the research that has been performed in the area of learning to program;
- problem solving and where it fits into the program development cycle; and
- Knuth's WEB system and the concept of veb programming.

The design of a test study to determine the effects of literate programming on problem solving is presented in Chapter III.

A discussion on the implementation of the test study is in Chapter IV.
A description of the comparison groups for the test study and the results of the test study are presented in Chapter V.

Finally, a summary and the conclusion for the experiment may be found in Chapter VI. Extensions to the test study and possible future studies are presented.

## CHAPTER II

## LITERATURE SURVEY

The first three steps in the snftware development process are requirements, specification and design [19]. The result of the design phase affects the quality of the code which is written and implemented. Therefore, the ability with which a programmer solves the given problem directly affects the quality of the program developed for the solution. Extensive research has been performed in the area of learning to program [12, 23, 25, 34, 35, 37, 38, 58, 64, 69]. A competent programmer requires a knowledge of programming language syntax and constructs, as well as good problem solving skills [35].

The literate programming methodology was introduced by Knuth upon his second writing of $T_{E X}[28,29]$. The methodology encourages:

- correlation of internal code and documentation;
- pseudocode development;
- stepwise refinement; and
- the documentation of code, including the design rationale, prior to the writing of code.

This documentation of the design rationale has become an important factor in the development and maintenance of software $[13,14,15,33,41]$.

## II.A The Software Development Process

Software engineers have a goal of reducing software costs and increasing productivity [4, 6]. In 1976, Boehm [3] predicted that software costs would escalate to
over $80 \%$ of the total cost of a system (hardware and software). His prediction included the statement that the portion of the effort spent on software maintenance was (and would continue to be) greater than that spent on software development.

One of the techniques used for developing software is to adhere to a specific life-cycle model. There are a variety of software life-cycle models from which to choose $[3,5,22,24,26,60]$. The purpose of a model is to provide some type of guidance on the order in which major tasks should be carried out in the development and maintenance of software. Fairley •[22] states that "different models emphasize different aspects of the life cycle, and no single life-cycle model is appropriate for all software products." Regardless of the model name, all life-cycle models consist of some form of problem definition, analysis, and design.

The first step in software development (or maintenance, for that matter) is to clearly define the problem. Although this seems like an obvious and simple task, it sometimes takes a great deal of time and many iterations. It is important that the users of the system be involved during this phase, as well as subsequent phases.

The purpose of the analysis phase of software development is to determine the requirements of the proposed system [26]. The output from this phase is a problem specification which can then be used in the design of the system. A variety of tools and techniques, such as data dictionaries, data flow diagrams, and flowcharts, may be produced [22, 26, 60].

The design phase of the life-cycle model utilizes the outputs from the previous phases to create a system which fulfills the users' requirements $[19,22,26,60]$. These preliminary phases (in all of the models) greatly affect the quality of the software that is developed.

And, the quality of the design greatly affects the amount of maintenance that may be performed on the system.

Boehm [22] estimates that $\mathbf{4 0 \%}$ of the effort in the software life cycle is spent on development, while the remaining $60 \%$ is spent on maintenance. Of that $40 \%$, only $8 \%$ is spent on implementation. The remaining $32 \%$ is spent equally on analysis/design and testing. It can be seen that a significant amount of time is spent ou determining how the problem will be solved and testing the solution. In order to improve the quality of our software, we need to improve the methods by which we solve problems and develop comprehensive tests for our solutions.

## II.B Problem Solving

A computer system is simply a problem solving tool [31]. We should concern ourselves with teaching students good approaches to using this tool; that is, better approaches to problem solving. The first step in problem solving is actually understanding the problem. Few of the problems presented in introductory textbooks are extensive [35]. Therefore, it is relatively simple to define the problem. It could be said that a precise understanding of the problem definition is itself a solution to the problem.

There are a variety of approaches to problem solving and programming. Wirth believes programming can be introduced "as the art or technique of constructing and formulating algorithms in a systematic manner, recognizing that it is a discipline in its own right" [79]. Introductory programming textbooks normally discuss some kind of approach to software development, whether it be structure charts, top-down design, divide-and-conquer, and/or pseudocode $[30,46,57]$. The students may be taught to verbalize the problem. One way
this may be accomplished is by peer review and feedback. Students may also be taught to visualize the problem. This may be accomplished with the use of pseudocode or English-like expressions. Flowcharts, hierarchical diagrams, structure charts, and sketches are used to give a better understanding of the problem $[30,46,57]$. Textbooks typically emphasize the top-down design techniques of breaking a problem down into parts [35].

Linn and Clancy [35] state that a good programmer needs both a knowledge of the programming language and good problem solving skills. Introductory courses tend to emphasize programming; that is, the product of good design and development [35]. Although this is obviously an important aspect of programming, the real problems exist in the design of problem solutions [38]. Few textbooks used in the introductory courses actually emphasize teaching the student how to develop good design solutions [35], regardless of the university catalog description.

Soloway [64] states that goals and plans are the two key components in the task of representing problems and solutions to a problem. Problem solving, and hence learning to program, requires that students learn to construct mechanisms and explanations for those mechanisms. Students are led to believe that programs are the output from the programming process. Rather, they must be made to understand that programming is a design discipline. Instead of the programming process being viewed as a program, it should be viewed as "an artifact that performs some desired function" [64].

Many disciplines at the university level are beginning to require their students take at least one computer science course. As a result, a large number of students enroll in the introductory computer science courses. There is some controversy as to whether or not all students should be taught to program [65]. The reason for the controversy stems from the
difficulty with which novice programmers learn to program. It is for this reason there is a growing amount of research in the field of learning to program.

## II.B. 1 Solving Problems by Example

Several studies have been performed in the area of learning by example. Pirolli and Anderson [50] found that examples can play an important part for students learning recursion. Reder, Charney, and Morgan [54] found that the most effective manuals for teaching students how to use a personal computer were those containing examples. The work of Chi, et. al. [12] focuses on the theory that differences in students' ability to solve problems may stem from the differences in the way they understand examples. They found that students learn well from example, provided they explain the examples to themselves while they are learning.

As a result of some of this research, a software tool called EXPLAINER has been developed [55]. The purpose of EXPLAINER is to help programmers solve problems by exploring previously worked-out examples. The software tool combines examples of code with knowledge about how the examples were solved.

Some related work has been performed in the area of determining the mental representations of programs that are formed by programmers [23]. Two sets of programmers, novice and expert, were asked to study a program and later recall certain information about the program. The results of the experiment showed that experts scored significantly higher than novice programmers. The study tends to support the fact that the experts have developed skills which help them develop better mental representations. This difference in mental representations may be attributed to the difference in programming knowledge and in program comprehension strategy.

## II.B. 2 Solving Problems With the Use of Case Studies and Templates

Linn, Sloane, and Clancy [38] found, in teaching program design, that teachers who discuss how they solve proclems, including their interpretation of the problem statement, are more effective than those who present just the subject matter. Studies have shown that explicit teaching of problem solving strategies greatly influences learning [37, 38].

Linn and Clancy have performed significant research in using programming case studies or templates [34, 35, 36, 38]. Figure 1 is a summary of the information contained in a case study [35].

| A Case Study |
| :--- |
| $\diamond$ A programming problem statement. |
| $\diamond$ A narrative description of the process by which an expert solved the problem, |
| written so a novice can understand the approach. |
| $\diamond$ The expert's source code. |
| $\diamond$ Study questions for practice in program design, analysis, and problem solving. |
| $\diamond$ Test questions designed to assess the students' understanding of the solution. |

Figure 1. Contents of a Case Study

Expert programmers hold certain templates that may be communicated to novice programmers. The contents of these templates is summarized in Figure 2 [35].

Novice programmers often organize their knowledge in terms of syntax, rather than in terms of a conceptual algorithm. This may be a result of how the students are taught [35]. A case study can be used as a method to provide explicit instructions on how to combine the template knowledge with program design skills to solve a problem. The students must then practice generalizing their new skill to new problems. If too much emphasis is placed on explicit strategies, students will not learn problem solving skills [25].

| An Expert's Template |
| :--- |
| $\diamond$ A general representation of the action of a component, in pseeudocode form. |
| $\diamond$ Sample programs which use the component. |
| $\diamond$ A pictorial representation of the action of the component. |
| $\diamond$ Verbal descriptions that facilitate communication about the component. |
| $\diamond$ Implementation steps for incremental development of the component. |
| $\diamond$ Testing information, including possible difficulties that should be covered in the |
| tests. |
| $\diamond$ Debugging information which includes possible bugs, their symptoms, and ways |
| to anticipate them. |
| $\diamond$ Connections of the component to related components, to subtemplates, and to |
| supertemplates. |

Figure 2. Contents of an Expert's Template

The idea of templates has been extended to include on-line template libraries and case studies [58]. A study was devised in which three groups of subjects (novice, intermediate, and expert) were given access to an on-line template library. The template library contains a variety of templates of algorithms that are typically taught in the introductory programming courses. The subjects were then observed in order to ascertain how they organized, learned and applied the various templates [58].

As expected, the experts organized their templates in a more abstract manner than novice programmers. The case studies helped the novice programmers reuse templates and all subjects found that the code and pseudocode representations helped them write the code to solve new problems.

## II.B. 3 Solving Problems With the Goals and Plans

Soloway and colleagues $[67,69]$ have studied bugs - errors in programs - and misconceptions - misunderstanding in the minds of novice programmers - in an attempt
to identify the needs of novice programmers by understanding the kinds of mistakes they are likely to make. Because there are many ways to solve a given problem, bugs are identified using a goal/plan analysis. Goals are what is to be accomplished and plans are those stereotypical sections of code that are used to achieve the goal. Thus, bugs are the differences between the correct plans and the incorrect implementations used by novices [69].

Two observations were made based on the goal/plan analysis of novice programmers [69]:

1. some bugs occur repeatedly in novices' programs, while others rarely occur; and
2. most bugs occur because students do not fully understand the semantics of certain programming language constructs.

Spohrer and Soloway also determined that novices have difficulty composing plans [69].
Soloway and Ehrlich [66] believe expert programmers harbor at least two types of knowledge not possessed by novice programmers. These types of knowledge are shown in Figure 3.

| Expert Knowledge |
| :--- |
| Srogramming plans, which are code fragments that represent typical action <br> sequences in programs. <br> $\diamond$ Rules of programming discourse, which are rules that specify programming <br> conventions. |

Figure 3. Knowledge Not Possessed by Novice Programmers

Programs are created by using programming plans which are modified to fit the needs of the specific problem. The rules of programming discourse are used to govern the composition of the plans [66]. This lack of knowledge regarding plans and the rules of programming discourse is the reason for the difficulty experienced by novice programmers.

Soloway's research $[64,69]$ suggests that it is not the language constructs which prove difficult for novices, but actually composing the program. Experts possess knowledge of language syntax, semantics, and strategies for coordinating and composing the components of a program.

Soloway believes a program has two audiences [64], as shown in Figure 4.

| The Audiences for a Program |
| :--- |
| The computer, which, based on instructions is a mechanism for how a problem is <br> solved. |
| $\diamond$ The human reader, who needs an explanation for why the program solves the |
| problem. |

Figure 4. Program Audience

Therefore, Soloway believes that "learning to program amounts to learning how to construct mechanisms and how to construct explanations" [64].

Soloway's proposed curriculum has two underlying assumptions [64]:

1. Tacit Knowledge. Although experts are not necessarily conscious of the strategies they employ to solve a given problem, scientists must "make explicit that which was implicit." We (as scientists) must tease out the tacit knowledge.
2. Whorfian Hypothesis. Benjamin Whorf suggested that "language determines thought"; that is, a person can only think of something if they have a word for it. We can use a weaker claim that "language aids thought" to say that students cannot learn what is necessary unless it is explicitly taught to them.

Goals and plans, therefore, are key components in solving problems [64, 69]. Goals are the requirements for a problem and plans are those "canned" solutions for solving the problems. In teaching problem solving and programming, a key objective must be to teach methods of abstraction such that every problem does not appear to be new. Novices should be taught that every new problem can be viewed in terms of old problems [64].

Students must also be taught that programming has something in common with other problem solving tasks [64]. Programming should be thought of as a "design discipline" with the output being an artifact or mechanism that, "when set in motion, produces some desired effect" [64]. Programmers must provide some trail as to how and why an artifact was designed a particular way. This trail of information, or explanation, can then be used by the next programmer who is required to modify the artifact. The product of the programming process can be viewed as mechanisms and explanations. In an introductory course, the students must be taught to construct these mechanisms and explanations [64].

## II.C Literate Programming

Literate progranming is Knuth's solution for better documentation and readability of programs [28]. Literate programming using the UEB system is concerned with writing programs as "works of literature" [28]. Knuth [28] developed the WEB style of programming for writing systems programs. However, there is some evidence that literate programming, if used frequently, might be able to reduce the problems faced by beginning programmers. Smith $[62,63]$ states once a programmer becomes familiar with the WEB style of programming, the process of understanding and developing programs is simplified. Literate programming facilitates problem solving by "streams of consciousness" [28] to minimize the intimidation for beginning programmers.

Brown and Childs [8] believe the HEB style of programming has several advantages over the traditional style of programming. The WEB system:

- encourages the organization of code based on psychological, rather than syntactic constraints;
- makes the structure of the program more visible to the reader; and
- encourages an explanatory style of writing, leading to more careful consideration as to the details of the program.

Some of the basic references for literate programming are $[8,17,28,45,52,53,62,63]$. Research relevant to literate programming has proceeded along the lines of tool development and development of UEB-like systems. The majority of the work in the tool area has dealt with constructing an environment in which HEB programs may be more easily developed [2, 8, 45].

## II.C. 1 Organization of a HEB

The WEB system incorporates two languages, a formatting language and a programming language. The two languages are combined to document a program, as well as express an algorithm in a manner suitable for a computer [45]. Thus, in order to write a WEB program, it is necessary to know a high-level language, a formatting language, and the UEB rules [8]. Knuth $[27,28]$ selected $\mathrm{T}_{\mathrm{E}}$ as the formatting language and Pascal as the high-level programming language for his WEB system.

A WEB source file is made up of program statements written in the programming language and documentation written in the formatting language. A WEB program is made up of groups of statements, called sections. Each section has three parts [27, 28, 40, 45, 52, 59]:

1. Explanatory Material. This part provides a description of the section. It should include the purpose of the section, along with (possibly) the design rationale. It is written in the document formatting language.
2. Definitions. This part contains any macro or format definitions.
3. Program Code. This part contains small pieces of the program. It is written in the high-level programming language and is processed by a compiler. Ideally, the code part should be no longer than about twelve lines so that it is easily comprehended [27].

The three parts must be in the above order for each section, and any part may be empty.
An example of a WEB source file may be found on pages 121-123 in Appendix A.
A WEB section begins with '@*' or '@u', where $U$ denotes a space. The '@*' denotes the beginning of a major section or a chapter. A section ends at the beginning of a new section or at the end of the file.

Sections are numbered automatically, with the first being section 1. The programmer does not have to be concerned about the section numbers. Programmers assign names to each section and can then refer to a section by name, rather than number. The section name should be a short description indicative of the contents of the section. Every WEB program has one unnamed section which designates the main program.

## II.C. 2 Processing of a HEB

The procedure for processing a HEB is shown in Figure 5 [28]. The WEB source file is used to produce a typeset document suitable for the human reader and a high-level program suitable for compiling and executing by a computer [39, 45].

TANGLE takes as input the WEB source and produces as output the high-level source code which can then be input to a compiler. TANGLE completely ignores the documentation in each section. The source code produced by TANGLE is not meant to be read by humans [28]. Therefore, TANGLE does not go to great pains to format the resulting source code. An example of TANGLEd output may be found on page 124 in Appendix A.

WEAVE takes as input the UEB source and produces as output a TEX file. The documentation part of the code is copied directly to an output file; the definition and code parts are pretty printed [45]. WEAVE automatically generates a table of contents, an alphabetized cross-reference index, and an alphabetized list of section


Figure 5. The WEB Process
names [27, $28,40,45,52,59]$. The resulting $T_{E} \mathrm{X}$ file may then be processed to produce a device independent (DVI) file which may be viewed on the screen or used as input to a printer driver for hardcopy. An example of weaved and $T_{E} X d$ output may be found on pages 125-130 in Appendix A.

## II.C. 3 Documentation

The literate programming paradigm encourages more than just documentation, it is designed for "explaining to human beings what we want a computer to do" [28]. It has
been said that real world programs are not developed to be read, but rather to be executed [1]. However, real world programs are modified. The documentation which is produced using literate programming should benefit the programmer developing the software, as well as the programmer maintaining the software. Some believe the critical characteristic of a HEB program is that the exposition is independent of the code [32]. This allows the explanations to be directed toward the human reader [32]. It is also a general belief that the WEB style of programming makes debugging easier, primarily due to the expository residing with the code $[70,71,77]$.

## II.C. 4 Software Maintenance

As some have discovered, one of the benefits of using literate programming is the ability to associate a given design step with its code [76]. Williams states a literate program is more than just a typeset document. It allows the programmer to produce higher quality programs by "unfolding program code in English" [78]. This "in your face" (sic) presentation of documentation [43] can simplify the maintenance process when design rationale and implementation decisions are presented with the code.

The reason for improved maintenance with the use of literate programming is due to the fact the documentation is presented with the code. It has also been reported that the code produced using WEB is more readable [80]. Those familiar with program maintenance state that experience has shown "even mediocre literate code is easier to modify than good non-literate code" [80]. The benefits realized in the maintenance of literate programs is more than likely attributable to the quality of the design documentation, which is an integral part of the WEB style of programming.

## II.C. 5 Expressed Concerns

There are those who have other concerns regarding literate programming. Some are concerned with the documentation created during the development of a program. Mehringer [43] says "I'm a software developer - not a typesetter." While the use of $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ provides the ability to typeset mathematics, a minimum amount of $\mathrm{T}_{\mathrm{E}}$ knowledge is actually required to produce a readable, professional-looking document. The primary hindrance seems to be that programmers are not necessarily authors. Ramsey [51] says his findings indicate it is "difficult to teach people to write."

Both of these quotes offer proof that programmers tend to view themselves as people who work with computers, rather than people who produce information that is used by other people. Programmers should view themselves as authors of documentation. They must realize that a documented program is not for personal benefit; rather, it should be a well-written document (free of grammar and spelling errors) that is produced for the benefit of others.

## II.C. 6 A Literate Programming Environment

Both Knuth [28] and Thimbleby [73] envisioned an interactive programming environment for WEB; however, neither made steps toward the implementation of such an environment. The Literate Programming Tool (LPT) created by Brown [7, 8] was a step in that direction; however, it is a display-only viewer which shows the control flow of a WEB and provides no interactive editing capabilities.

A prototype environment, reb-mode, developed by Motl [45], provides a facility which can support the goal/plan analysis type of development suggested by Soloway [64, 66, 69].

Motl's environment provides interactive editing capabilities utilizing the aids provided by HEAVE. The user can view the table of contents, the cross-reference index, and the list of section names. The user may select a section name or an index entry and traverse the list(8) associated with the entry [45].

A Literate Programming Environment could easily support development of programs in the format of goals being expanded into plans. The web-mode environment is sensitive to the creation and use of section names. When a section name is created, it is added to the list of existing section names: $A$ "stub" is placed in the WEB file to remind the programmer that the section has been referenced and, therefore, must be expanded, or written. In essence, it creates the section in order for the programmer to not receive a compiler error if the section has not yet been written. This allows for incremental development and testing. It also serves as a reminder to the programmer that the section must still be developed.

## II.D Software Engineering Concepts

Fairley [22] states that "the primary goals of software engineering are to improve the quality of software products and to increase the productivity and job satisfaction of software engineers." There seems to be little emphasis on these goals in the introductory computer science classes. It appears that the majority of the emphasis is on programming.

Most computer science students eventually take a course which teaches software design principles and problem solving skills. Typically, this course is taken during the junior or senior year. The course description of the senior software engineering course at Texas A\&M University (CPSC 431) is [72]:


#### Abstract

Application of engineering approach to computer software design and development; life cycle models, software requirements and specification; conceptual model design; detailed design; validation and verification; design quality assurance; software design/development environments and project management.


One of the major pitfalls, then, is that our students are not exposed to problem solving disciplines until they reach the software engineering class. As a result, students are writing programs before they learn to solve problems.

The steps for defining a problem are shown in Figure 6 (taken from [22]).

| Problem Definition |
| :--- |
| $\diamond$ Develop a definitive statement of the problem to be solved. Include a description |
| of the present situation, problem constraints, and a statement of the goals to be |
| achieved. |
| $\diamond$ Justify a computerized solution strategy for the problem. |
| $\diamond$ Identify the functions to be provided by, and the constraints on, the hardware |
| subsystem, the software subsystem, and the people subsystem. |
| $\diamond$ Determine system-level goals and requirements for the development process and |
| the work products. |
| $\diamond$ Fatablish high-level acceptance criteria for the system. |

Figure 6. Defining a Problem

It is Pierce's belief that we should focus on preparing students to enter industry with "the theme of process improvement for quality and productivity" [48]. To this end, he "subscribed to the conventional wisdom" that the students produce a system from scratch in the software engineering course in order to experience all of the phases in the life-cycle. However, he was finding that few students succeeded in anything but a high-level design, and those systems that were implemented were poorly designed, documented, and
tested [48].
A major reason for the lack of success seems to be that the students, even at this level, focus on completing the project, rather than defining the problem. In an attempt to make the course (and the students) more successful, Pierce implemented a maintenance-based project [48]. In addition to having the potential for completion, it probably better prepares the students for the "real-world" of maintenance. Those projects that are not completed are carried over into the next semester of students.

There has been some attempt to introduce software engineering techniques at the introductory levels in the curriculum [21,56, 75]. The Rochester Institute of Technology introduces students to the foundations of software engineering during the second year [21]. Others have used laboratories in the introductory course in an attempt to focus on problem decomposition, data abstraction, documentation, design specification, testing, and code review [56]. In each case, attempts are being made to expose students to software engineering concepts earlier in their academic career.

## II.E Using Literate Programming to Teach Good Programming Practices

Shum and Cook [61] incorporated the literate programming paradigm into the teaching of a junior-level course. Their goal was to encourage students to write informative and usable documentation in order to facilitate program maintenance. They used literate programming to emphasize good documentation practices; that is, writing programs to be read by humans,

Introductory computer science instructors, too, are interested in good programming (and documentation) practices. However, an emphasis on problem solving should be the
first step. Good programming practices will naturally follow.

## II.F Using Literate Programming to Improve Problem Solving Skills

Knuth envisioned literate programming as a tool for systems programmers to develop well-documented, maintainable programs [28]. Literate programming can also be used as a tool for novice programmers to begin to develop good problem solving skills.

As shown in Figure 4, Soloway believes a program has two audiences: the computer and the human reader. Knuth would (probably) concur. Literate programs are designed, not only to solve a problem using the computer, but for the human to understand the thought process behind the design solution.

Figure 1 and Figure 2 contain discussions of techniques that have been used to improve the programming skills of novice programmers. The literate programming methodology can be used to capture and represent the information contained in case studies and templates.

The use of literate programming encourages the programmer to solve a problem using the goal/plan analysis techniques presented by Soloway. The use of literate programming provides novice programmers the opportunity to develop the expert knowledge, described in Figure 3, that is typically not available to them.

One of the primary functions of literate programming, however, is to capture a programmer's thoughts about the problem solution. A major task in software engineering is to define the problem. Figure. 6 contains a list of the steps involved in problem definition. The literate programming development methodology can be used to explicitly address each of the issues involved in planning a software project.

## CHAPTER III

## DESIGN OF A TEST STUDY

A program development methodology was proposed for use in introductory computer science course(s) to determine the effects of literate programming on program design and development by novice programmers. The goal of the use of this methodology is to develop and enhance problem solving and (therefore) program design skills for beginning programmers. Results were expected to show that use of the methodology will develop problem solving skills along with the usual programming skills. The methodology included developing measures which were used to assess the success of the methodology.

Knuth's style of literate programming was used as a framework to assist students with program design and development. Literate programming makes use of sections which include code and documentation. Sections should be small, simple thoughts, similar to paragraphs in literary works. These sections are linked through a system of structured pseudo-code.

Literate programming gives the programmer the ability to piece together the design (and corresponding code) in the manner in which it is conceptualized. The student is not required to adhere strictly to the common top-down, procedure-oriented approach.

## III.A Selection of Participants

Literate programming should be usable at any level in the curriculum to enhance the problem solving skills of students involved in software development. It can be considered a
structured means of doing what programmers should be doing anyway; that is, pseudo-code, top-down and bottom-up design, and documentation.

The potential problems in teaching literate programming techniques to beginning programmers (freshmen) and to programmers with experience (seniors or graduate students) will be discussed in the following sections.

## III.A. 1 Literate Programming for Introductory Students

Freshmen computer science students arrive in the introductory course with little or no computer experience. The term computer experience includes programming languages, text editors, and software design and development techniques. The advantage of teaching introductory students is they have not had ample opportunity to develop any programming habits, poor or otherwise.

Pascal is a popular language in the introductory computer science class [75]. Teaching literate programming to freshmen requires the that syntax of a particular programming language be taught. In addition, the use of various language constructs must also be introduced. These factors may contribute to the difficulty in teaching the use of literate programming at the introductory level.

The proposed literate programming paradigm includes the utilization of veb-mode for editing WEB documents. Introductory students must learn the GNU Emacs editor and the web-mode editing environment. The topics may at first prove to be overwhelming to a beginning computer science student, although each topic is intended for only cursory coverage reflected by a one-page handout.

Introductory computer science students have difficulty viewing programming as a means by which we solve problems. Computer science instruction, at the introductory
level, tends to emphasize programming, which is the product of problem solution design [35]. Most textbooks give examples of programs, rather than demonstrate the method by which the given solution was derived [35].

Introductory computer science students have acquired few problem solving skills, either through experience or from instruction. The programming problems encountered in an introductory course are relatively simple and students see little benefit in program design at the introductory level.

## III.A. 2 Literate Programming for Advanced Students

By the time a student reaches senior status, the student may be familiar with several programming languages, including Modula-2, Ada, Pascal, C, and FORTRAN. Each of these languages is supported by a WEB system. Thus, teaching literate programming to seniors is not constrained to using one specific language and no time is spent teaching language syntax. Advanced students are already familiar with language syntax and that will not have to be taught along with the rest of the literate programming concepts.

One of the reasons for developing the literate programming style of programming is to concentrate on "explaining to human beings what we want a computer to do" [28]. Advanced students have completed a minimum of four classes in which they write programs. They have had ample opportunity to develop a coding style. However, seniors are in the habit of instructing the computer what to do. They must be taught to approach programming in a different manner.

Typical programming classes teach the student to solve problems using a top-down approach [35]. WEB programming makes use of sections of code, along with using the more common procedure-oriented approach. WEB sections are not subprograms, they are
expanded inline. The use of UEB sections is a technique by which programmers design a program in a "stream of consciousness" order [28]. Buyukisik [9] states literate programming can be used as a program design language and these modules are not procedures or functions in the traditional sense. Changing the way in which a person writes programs, then, may be more difficult than teaching them to program with no prior experience.

An advanced computer science student is confronted with difficult and extensive problems. Typically, in order to solve the problem in a reasonable manner, the student must utilize some type of problem solving technique. Thus, the problem solving experience obtained by advanced computer science students has been acquired by practice rather than learned through instruction.

The difficulty in changing the manner in which a person approaches a problem may also be applied to the use of an editor. Senior computer science students have experience using at least one editor. However, this does not necessarily mean the senior-level student will learn emacs and web-mode faster or more easily than the freshman-level student. Motl [45] found that although students had no difficulty in learning emacs and web-mode, many of the features available were not utilized. This is apparently due to the tendency of a person to use only what is required to solve the given task.

It may be possible that a novice user will tend to use more of the available features because the novice is not constrained by any preconceived ideas of what features an editor is supposed to provide. However, many of the files that are maintained by web-mode would have to be examined in order to determine the possibility.

People tend to approach problem solving in a variety of ways. The fact that a senior
computer science student has some experience in this area may make it easier to teach literate programming at an advanced level. The use of literate programming allows the programmer to focus on higher levels of abstraction without being concerned about the details [71]. This ability to delay the focus on lower level, or program code, details is developed over time and after much practice. It may be difficult to dispel the belief held by introductory students that programming is different from problem solving.

## III.A. 3 Discussion

It has been said the use of literate programming allows us to associate a given design step with its consequences; that is, the resulting code [76]. Students should be taught that problem solution design leads directly to the result, which is the program. The use of literate programming encourages the inclusion of the design step in the source of the resulting program. In all likelihood, the senior level student would have realized more immediate benefit with the use of literate programming than the novice programmer.

It may appear that literate programs take longer to write than non-literate programs [78]. One of the reasons for this may be that the documentation is being developed with the program. Knuth stated that the total time for writing and debugging a WEB program is no greater than that for a non-WEB program, even though the WEB program is better and contains more documentation [28]. One other experience shows the debugging time for literate programs is much less than for non-literate programs [71]. This may be attributed to the fact that literate programs are better designed.

The development time required for literate programming did become a substantial factor in teaching freshmen versus seniors. A freshman typically has not yet been forced to develop any time management skills. The tendency of introductory students is to
prolong the start of program development. The use of literate programming sometimes caused the students to become frustrated at the time involved or caused them to overlook the goal of literate programming and revert to merely instructing the computer what to do. The solution to a problem is typically arrived at over a period of time. Advanced computer science students have learned this by experience over the years and may have realized the benefit of using literate programming techniques to document the solution to the problem, as well as develop the code necessary to solve the problem.

One of the most important uses of literate programming is design by iteration. A solution for overcoming the perceived difficulties in the use of literate programming seems to be an emphasis on iteration and peer review. This technique should also be included in the problem solving category because it is the method by which problems are solved and solutions are derived. Design by iteration takes time, however. The solution to a problem may be revised a number of times. The novice programmer typically does not practice design by iteration for two reasons: lack of time and lack of experience. There is a difference in emphasizing the use of literate programming for iterative design to senior level students because they have experience in problem solving and have developed time-management skills.

Knuth did not intend for literate programming to be used by novice programmers. He designed the WEB system of programming for those "computer scientists" who were comfortable with the use of several different languages [28]. However, literate programming has been used successfully by computer science students [45,61, 63], rather than systems programmers. Novice programmers (that is, introductory students) can utilize the literate programming paradigm in order to develop good problem solving skills.

## III.B Teaching Introductory Students

The ACM/IEEE-CS Joint Curriculum Task Force presented a new framework for the discipline of computing and a new basis for computing curricula [18, 74]. The task force addresses the role of programming in the discipline. Although it is clear that programming must be a part of the curriculum and every computer science student should demonstrate competence in it, "this does not, however, imply that the curriculum should be based on programming or that the introductory courses should be programming courses" [18]. The task force notes that programming languages are merely "tools" for the discipline.

The course description of the CS/1 course at Texas A\&M University (CPSC 110) is [72]:
> "Basic concepts, nomenclature and historical perspective of computers and computing; internal representation of data; software design principles and practices; structured programming in a high-level language; use of terminals, operation of editors and execution of student-written programs."

This course description, as well as the implementation of the course, is quite likely representative of the introductory computer science courses being taught at many universities today. The description does not specify that students be taught problem solving. However, problem solving techniques may be included in the principles of software design and are, therefore, implied. Although the students are exposed to the topic of software design principles, in reality, the majority of the time is being spent on programming language syntax and execution of student-written programs.

## III.C Literate Programming and the Design of Solutions

The theme of this test is that literate programming can be used in the introductory computer science course to emphasize problem solving. This use will result in better designed programs, and documentation will not be ad hoc as seems to be the norm.

The students are typically instructed to produce the following information in the design of their solution:

- problem statement;
- inputs required;
- outputs produced;
- processing required;
- algorithm; and
- testing.

Although this information is requested, it is rarely produced as an integral part of the code. It is probably produced in handwritten form or with the use of a word processor, but rarely with the same set of tools as the actual code. Therefore, it is rather simple to produce a code in which the design may easily be forgotten or ignored and the reasons for these changes are lost.

A natural use of literate programming is to create a model for the design of problem solutions. The use of sections allows the programmer/author to outline the solution to a problem. The programmer will define a set of goals that are to be expanded into plans through the structured use of pseudo-code.

The initial design solution for the problem can be produced as a literate program without any code. The design process may then be iterated several times before arriving at a solution. Once the final design is produced, the programming task can be performed.

Programming the problem merely involves writing the code to implement each of the design steps. The literate programming paradigm provides a mechanism by which the programmer explains to the human reader his/her solution to the problem before explaining the solution to the computer.

For example, assume the problem to be solved is the quadratic equation. Although the problem may be a familiar one, the design process should be used to arrive at an acceptable solution. An example of the iterations in solving this standard mathematical problem using this methodology are available via anonymous ftp from $f t p / p u b / t e x-v e b / w e b / D O C s$. The files wm* are available in WEB and PostScript form. The mathematics involved are easily represented in handwritten documentation; however, they cannot be as easily represented using typical programming languages and accompanying documentation. The literate programming paradigm enhances the representation of complex (as well as not so complex) mathematical solutions. And the implementation of the mathematical solutions require minimal knowledge of $\mathrm{T}_{\mathrm{E}} \mathrm{X}$.

The inclusion of graphics should also be a standard part of this approach. However, it was not included in the CS/1 course because the students have not been exposed to an appropriate drawing package.

The six design points (problem statement, input, output, processing, algorithm, and testing), in conjunction with the literate programming paradigm, provide an outline with which problems may be solved. The programmer may use literate programming to design a problem solution much in the way an author designs a piece of literature. The first step is to develop an outline and piece it together in the manner in which it is conceptualized. The outline is expanded and refined through many iterations. Literate programming
provides the framework necessary for solving problems. The solution is outlined using sections, which are similar to paragraphs. These paragraphs are iterated until a final solution to the problem is reached. Suppose we have the following problem:

A rectangular house is situated on a rectangular yard. Given that the lawn may be mowed at a rate of 2 feet per second and there exists a standard charge per square foot, determine the cost of mowing the yard and the length of time the job will take.

An example using literate programming to develop a solution to this problem follows. Figures 7 through 14 contain the initial design, which is merely an outline that contains no code. The WEB program contains sections which address each of the previously stated design topics. Figures 15 through 24 contain the final version of the program. This final version of the WEB program contains the documentation and the corresponding code for solving the problem.

## Lawn Service

## December 2, 1994

|  | Section | Page |
| :---: | :---: | :---: |
| Problem Statement | 1 | 1 |
| Problem Inputs | 2 | 2 |
| Processing Requirements | 3 | 3 |
| Problem Outputs | 6 | 4 |
| Algorithm | 7 | 5 |
| Testing | 8 | 6 |
| INDEX | 9 | 7 |

[^0]1. Problem Statement. Aggie Lawn Service is a business which provides lawn care for the citizens of Bryan-College Station. An estimate for a potential customer is provided which includes a cost statement and an estimated time to complete the job. The estimated is based upon the area of the lawn and a standard (confidential) charge per square foot. Grass can be cut at the rate of 2 square feet per second. It is assumed that a rectangular house is situated in a rectangular yard. This estimate ignores any obstacles in the lawn, bare spots or driveways, and does not account for breaks, slower/faster mowers, or the mower running out of gas.

Figure 8. Design Example - Problem Statement

## 2 PROBLEM INPUTS

2. Problem Inputs. In order to provide an estimate for the customer, several items must be received. It is assumed that a rectangular house is situated on a rectangular yard. The following must be provided to solve the problem:

- length of yard
- width of yard
- length of house
- width of house

Figure 9. Design Example - Inputs Required
6. Problem Outputs. The customer will be provided with the final estimate which includes the following items:

- the cost of mowing the lawn
- the estimated time (in minutes) to mow the lawn

Figure 10. Design Example - Outputs Required
3. Processing Requirements. Two items must be calculated for the estimate. The cost of mowing the lawn and the estimated time to complete the job must be calculated.
4. Givens (or Knowns). There is a standard (confidential) charge per square foot of lawn. It is also assumed that grass can be cut at the rate of 2 aquare feet per second.
5. Formulas Needed. The following is a list of the formulas that will be needed in order to provide the estimate.

$$
\text { Area of Yard }=\text { Lenth of Yard } \times \text { Width of Yard }
$$

Area of House $=$ Length of House $\times$ Width of House

Area of Lawn $=$ Area of Yard - Area of House

Cost Estimate $=$ Area of Lawn $\times$ Charge per Square Foot

$$
\begin{gathered}
\text { Time Estimate }=\frac{\text { Area of Lawn }}{2} \\
\text { Minutes Time Estimate }=\frac{\text { Time Estimate }}{60}
\end{gathered}
$$

Figure 11. Design Example - Processing Required

## 57 Lam Sorvice <br> ALGORITHM

7. Algorithm. The following steps must be taken to solve the problem:
8. Get length and width of the yard.
9. Get length and width of the house.
10. Calculate the area of the house and the yard.
11. Calculate the area of the lawn.
12. Calculate the cost of mowing the lawn.
13. Calculate the time needed to mow the lawn.
14. Present the estimate to the customer.

Figure 12. Design Example - Algorithm Development

## 6 TESTING <br> Lavy Service §8

8. Testing. The program will be tested with the following scenarios:
9. The house is a 25 fool square house situated on a 50 foot square yard. The charge per square foot is $\$ 0.01$. The area to be mowed is 1875 square feet. Therefore, the cost of mowing the lawn is $\$ 18.75$. The estimated time for completion is 15.63 minutes.
10. The house is 1 ' by 20 ' situated on a 5 ' by 25 ' yard. The charge per square foot is $\$ 0.005$. The area to be mowed is 105 square feet. Therefore, the cost of mowing the lawn is $\$ 0.53$. The estimated time for completion is 0.875 minutes.

Figure 13. Design Example - Testing

## §9 Lamn Sorvice

INDEX 7

## 9. INDEX.

Aggies: 1.
confidential charge: 1, 4.
strange yard: 8 .

Figure 14. Design Example - Index

## Lagn Service

## December 2, 1994

Section Page
Problem Statement ..... 11
Problem Inputs ..... 2
Processing Requirements ..... 4
Problem Outputs ..... 4
Algorithm ..... 105
The Actual Program ..... 116
Testing ..... 127
INDEX ..... 138

Abstract. Aggit Lawn Service is a business which provides lawn care for the citizens of BryanCollege Station. An estimate for a potential customer is provided which includes a cost statement and an estimated lime to complete the job.

Deborah Dunn
December 2, 1994
9:51

Figure 15. Program Example - Table of Contents

1. Problem Statement. Aggie Lawn Service ie a buainess which provides lawn care for the citizens of Bryan-College Station. An estimate for a potential customer is provided which includes a cost statement and an estimated time to complete the job. The estimated is based upon the area of the lawn and a standard (confidential) charge per square foot. Grass can be cut st the rate of 2 square feet per second. It is assumed that a rectangular house is situated in a rectangular yard. This estimate ignores any obstacles in the lawn, bare spots or driveways, and does not account for breaks, slower/faster mowers, or the mower running out of gas.

Figure 16. Program Example - Problem Statement
2. Problem Inputs. In order to provide an estimate for the customer, several items must be received. It is assumed that a rectangular house is situated on a rectangular yard. The following must be provided to oolve the problem:

- length of yard
- width of yard
- length of house
- width of house
(Get Input Information 3) $\equiv$
procedure Gel.Jnput; *



 end; ${ }^{\text {" }}$
This code is used in section 11.

3. At this point I realize that I need to declare some variables in order to accomplish the above input operations.
(Variable Declarations 3) $\equiv$
-yard_length, yard_width: real;
"house_len, house_width: real;
See aleo sections 7 and 8.
This code is used in section 11.

Figure 17. Program Example - Inputs Required

```
4 PROBLEM OUTPUTS
9. Problem Outputs. The customer will be provided with the final estimate which includes the following items:
- the coat of mowing the lawn
- the eatimated time (in minutes) to mow the lawn
(Provide Statement 9) \(\equiv\)
procedure Print_Statement; " begin "writeln( \({ }^{-1 g g i a u l a m n_{\lrcorner} S o r v i c a}{ }^{\circ}: 25\) ); "writeln;
"writeln( 'Thouarea山of cthoulamisis: u', area_of_lawn : 5); "writeln; "writein( \({ }^{\circ}\) Thenestimateducost \(t_{\nu}\) is:
```



```
"writeln(culling_lime_estimate: 4 , "uminutos \({ }^{\circ}\) )" end;
This code is used in section 11.
```

Figure 18. Program Example - Outputs Required
4. Processing Requirements. Two iteme must be calculated for the estimate. The cost of mowing the lawn and the estimated time to complete the job must be calculated.
5. Givens (or Knowns). There is a standard (confidential) charge per square foot of lawn. It is also assumed that grass can be cut at the rate of 2 square feet per second.
(Constant Declarations 5) $\equiv$
"confidentiaLcharge $=1.25$; "rate_of.culting $=2$;""
This code is ured in section 11 .
6. Formulas Needed. The following is a list of the formulas that will be needed in order to provide the estimate.

$$
\begin{gathered}
\text { Area of Yard }=\text { Lenth of Yard } \times \text { Width of Yard } \\
\text { Area of House }=\text { Length of House } \times \text { Width of House } \\
\text { Area of Lawn }=\text { Area of Yard }- \text { Area of House } \\
\text { Cost Eatimate }=\text { Area of Lawn } \times \text { Charge per Square Foot }
\end{gathered}
$$

$$
\begin{gathered}
\text { Time Estimate }=\frac{\text { Area of Lawn }}{2} \\
\text { Minutes Time Estimate }=\frac{\text { Time Estimate }}{60}
\end{gathered}
$$

〈Calculations 6 ${ }^{\text {§ }} \equiv$
procedure Calculate_Area; "
begin "area_of_yard $\leftarrow$ yard_length * yard_width;
"area_of-house - house_len * house_widh;
"area_of_lawn $\leftarrow$ area_of_yard - area_of_house"
end; ""
procedure Caiculate_Cost_and_Time; "
begin "billing_amount $\leftarrow$ area_of_lawn * confidential_charge; "cutting_lime_estimate $\leftarrow$ area_of_lawn /(rate_of_cutling * 60.0)" end; ""
This code is used in rection 11.
7. I need some more variables declared in order to complete the above calculations.
(Variable Declarations 3) $+\equiv$
"area_oflawn, area_of_yard, area_of_house: real; ""
8. Oops, I almost forgot the last of the variable declarations. I need to declare the two areas for my output.
(Variable Declarations 3) $+\equiv$
"billing_amount, cutting_lime_estimate: real; ""
Figure 19. Program Example - Processing Required
10. Algorithm. The following steps must be taken to solve the problem:

1. Get length and width of the yard.
2. Get length and width of the house.
3. Calculate the area of the house and the yard.
4. Calculate the area of the lawn.
5. Calculate the cost of mowing the lawn.
6. Calculate the time needed to mow the lawn.
7. Present the estimate to the customer.

Figure 20. Program Example - Algorithm Development
11. The Actual Program. This is where the actual program begins. This could appear anywhere in the UEB program. The only rule is that the program actually begin with the 'at-p'.
program Lawn_Service; *
const " (Constant Declarations 5)
var " (Variable Declarations 3) (Get Input Information 2) -(Calculations 6)

- (Provide Statement 9)
begin "Get_Input;
-Calculate_Area;
-Calculate_Cost_and_Time;
- Print_Statement
"
end.""

Figure 21. Program Example - The Actual Program
12. Testing. The program will be tested with the following scenarios:

1. The house is a 25 foot square house situated on a 50 fool square yard. The charge per square foot is $\$ 0.01$. The area to be mowed is 1875 square feet. Therefore, the cost of mowing the lawn is $\$ 18.75$. The estimated time for completion is 15.63 minutes.
2. The house is 1 ' by 20 ' situated on a 5 ' by 25 ' yard. The charge per square foot is $\$ 0.005$. The area to be mowed is 105 square feet. Therefore, the cost of mowing the lawn is $\$ 0.53$. The estimated time for completion is 0.875 minutes.

Figure 22. Program Example - Testing

```
|NDEX
Lama Sorvice §13
13. INDEX.
Aggies: 1.
area.of_house: 6,7.
area.of.lawn: 6, 7, 9.
area.of_yard: 6,7.
billing_amount: 6, 8, 9.
Calculate_Area: 6, 11.
Calculatc.Cost_and_Time: 6, 11.
confidential charge: 1,5.
confidenlial_charge: 5,6.
cutting_time_estimale: 6,8,9.
GetInpul: 2, 11.
housc_len: 2, 3,6
housc.width: 2, 3,6.
LawnService: 11.
Prinl_Statement: 2,11
rate.of_culting: 5, 6.
readln: 2.
real: 3, 7, 8.
strange yard: }12
urite: 2, 9.
writeln: 9.
yardlength: 2, 3,6
yard_width: 2, 3,6.
```

Figure 23. Program Example - Index
(Calculations 6) Used in section 11.
(Constant Declarations s) Uned in rection 11.
(Get Input Information 2) Used in rection 11.
(Provide Statement 9) Used in rection 11.
(Variable Declarations 3, 7, 8) Used in section 11.

Figure 24. Program Example - List of Sections

## III.D Design

The test study was implemented during the Fall 1993 semester at Texas A\&M University. The test was performed while teaching all topics normally taught in the CS/1 course. The students were scheduled for 3 hours of lecture and 2 one-hour supervised labs per week, for a duration of 15 weeks. The equipment used by each student was an IBM 48633 MHz PC compatible with 4MB on a Novell network. The equipment, computer labs, and classroom were also used by the regular CS/1 course.

The students used an editing environment called web-mode [45]. The environment is based on GNU Emacs [10]. The following topics were taught during the course:

- problem solving techniques, including top-down design, divide and conquer, and hierarchical development;
- the syntax of the Pascal programming language;
- use of the web-mode editing environment and the GNU Emacs editor;
- an introduction to the $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ formatting language and the WEB rules and constructs.

A pre-test was administered at the beginning of the course which was designed to evaluate the students' computing background and problem solving skills as they entered the course. They were periodically tested throughout the semester on problem solving, Pascal, web-mode, emacs, and WEB rules and constructs.

The majority of the classroom lecture was spent on problem solving and Pascal syntax, similar to the manner in which the course is regularly taught. Each of the remaining topics, which were specific to the test study, were covered with the use of reference cards. Most of the information on web-mode, emacs, $\mathrm{T}_{\mathrm{E}} \mathrm{X}$, and WEB was conveyed during the lab time with the use of handouts and examples. The time spent on any one part of the edit, compile, link, and debug process was reduced because of the extra HEB steps.

## III.E Participants

The group of novice programmers selected for the study were those enrolled in the honors section of the introductory computer science course (CPSC 110H) at Texas A\&M University. This group was selected for three reasons: class size, computing background of the students, and the author was an experienced teacher of this course.

The honors class was a relatively small test group. The regular introductory course has an average enrollment of 175 students, while the honors section typically has about 40 students enrolled. In general, the students enrolled in the introductory course (both honors and regular) have a limited knowledge of personal computers and/or programming. Typically, many of the beginning computer science students have had at least one semester of a high school computer class. They arrive with some limited knowledge of programming language syntax (primarily Pascal and/or BASIC). These students are still considered novice programmers because they rarely have experience in data structures, solving large problems, or programming teams.

There are several qualifications for participation in the honors program at Texas A\&M University [72]. New freshmen must graduate in the top $10 \%$ of their class and score $1150+$ on the SAT or $28+$ on the ACT. All other students must attain a cumulative GPR of 3.50 or above at Texas A\&M to enroll in honors courses. Students must maintain a 3.25 GPR to continue in the honors program.

## III.F Methods of Measurement

The results of the research were used to determine whether improvements in problem solving and programming skills can be attributed to the use of literate programming. An
evaluation of the teaching methodology was made based on several factors:

1. Completion of a pre-test which was developed to indicate the students' problem solving ability and computing background as they entered the course.
2. Periodic tests which were designed to indicate the change in problem solving ability and programming skills.
3. An evaluation of the programs and documentation produced and the consistency between code and its corresponding documentation.
4. Completion of a post-test which indicates the students' ability to solve problems and write programs at the end of the test period.
5. An evaluation of the students' performance in the subsequent Programming II course.
6. An evaluation of the students' performance in the subsequent Data Structures course.

The results were expected to indicate an increase in problem solving ability over time.
Programmers who use the literate programming paradigm were expected to be more problem-oriented rather than program-oriented.

Three methods for measuring the effect of literate programming on problem solving were considered. The methods are described as follows:

1. The experimental group consists of students enrolled in CPSC 110 H and the control group consists of students enrolled in CPSC 110.
2. The subject class (CPSC 110H) can be divided evenly into an experimental and control group.
3. An "expert" can be used for the evaluation of the students performance based on past and present performance of honors and non-honors students.

## III.F. 1 Method 1: CPSC 110H versus CPSC 110

This method employs the CPSC 110 H class as the experimental group and the regular CPSC 110 class as the control group. An evaluation of the experiment would be based on the results of similar assignments given and similar tests administered throughout the semester.

The advantages of this method are as follows:

- both groups use the same textbook;
- the study utilizes an experimental and a control group; and
- the classes are taught during the same semester.

The disadvantages of this method are as follows:

- there is a difference in the quality of the students (honors versus non-honors);
- different instructors teach the two courses; and
- there is a difference in class size ( $175+$ versus $35+$ ).

It was decided that this would not be a feasible method of measurement, primarily due to the difference in instructor, class size, and the quality of the students.

## III.F. 2 Method 2: Dividing the CPSC 110H Section

This method divides the CPSC 110H class into an experimental and a control group based on the particular lab section. An evaluation of the experiment would be based on the results of similar assignments given and similar tests administered throughout the semester.

The advantages of this method are as follows:

- the test study utilizes an experimental and a control group;
- the classes are taught during the same semester;
- one instructor teaches the course;
- both groups are honors students;
- class size is not a factor; and
- both groups use the same textbook.

The disadvantages of this method are as follows:

- the development environment is sometimes discussed in lecture; thus both environments must be discussed during the same lecture;
- the students will discuss their respective environments and will determine there is a difference, which may affect the results; and
- if the environment is not discussed in lecture, lab time must be spent lecturing.

This would have been the preferred method but was not possible due to facilities and resources necessary to support this format. Also, a mechanism to ensure the two groups were created evenly is too costly and nearly impossible.

## III.F. 3 Method 3: CPSC 110H versus Previous CPSC 110/CPSC 110H

This method utilizes the CPSC 110H class in the experiment and relies on statistics and the author's "expert" opinion for the evaluation. An evaluation of the experiment was based on assignments given and tests administered throughout the semester by the author, past performance of honors and non-honors students, and performance of honors and non-honors students in the subsequent Programming II course.

The advantages of this method are as follows:

- the author has been the primary instructor for the CS/ 1 course at Texas A\&M University for approximately 3 years;
- the author taught CPSC 110H at Texas A\&M University during the Fall 1990 semester, therefore it may be used as a control group;
- differences in instructor, quality of student, class size, and textbook are not a factor;
- class lecture time may be spent discussing the development environment, leaving lab time for development work; and
- the author has access to the final exam results for CPSC 110H during the Fall 1992 semester, as well as results for the non-honors classes for previous semesters.

The disadvantages of this method are as follows:

- the classes may not have used the same textbook;
- the comparison groups were not taught during the same time frame as the experimental group;
- comprehensive records for the comparison groups may not be available;
- the results of the evaluation rely on the author's expert opinion; and
- the author may be biased.


## III.F. 4 Discussion

Method 3 was selected to be used due to the lack of resources and facilities. Rather than attempt to implement a controlled experiment, a quasi-experimental approach was utilized, from which it is possible to draw reliable inferences [20, 42]. The research resembles an experiment, but lacks the controls of experimental research, such as a control group [42].

After conducting the experiment, an extension to the evaluation procedure was made. The CS/2 course is primarily a programming language course in which students are taught C syntax. Therefore, it was decided that in order to evaluate problem solving skills, an evaluation of the Data Structures course might prove more beneficial.

## CHAPTER IV

## IMPLEMENTATION OF A TEST STUDY

The test was performed during the Fall 1993 semester and the participants were those students enrolled in the honors section of the CS/1 course. The course differed from other CS/ 1 courses only in the sense that the WEB style of literate programming was utilized in an attempt to enhance problem solving skills. All of the topics normally covered in the CS/1 course were presented to the test group.

Many of the students had preconceived ideas about the course being explicitly "a Turbo Pascal class." Therefore, it was necessary to explain that a different environment was to be used. Several students then perceived themselves as being "guinea pigs" for this new development environment. However, at no time were the students told they were participating in an experiment.

The focus of the semester was on problem solving. The students were taught Pascal syntax, but the emphasis was on problem solving using the WEB style of programming. A portion of the class was spent on learning (and evaluating) problem solving skills for the design and development of programs. One method by which problem solving was taught was by example. The students were given several examples of how to design solutions to a problem. This technique of problem solving with examples was used throughout the semester as the difficulty of the problems increased.

An important part of learning probiem solving was to practice iteration in the design of a solution. An iteration of the students' problem solution was evaluated by the teaching
assistant. The students received feedback regarding their iterative process, such as whether they were approaching the details of the problem at an acceptable level and whether they were considering all aspects of the problem.

The final measurement in the design and development phase was made upon completion of the program assignment. Each program was examined and an evaluation made as to the correctness of the solution, the consistency of documentation and code, and the quality of the documentation. The intent was to determine if the documentation portion of a section was, in fact, an explanation of the code.

## IV.A Test Study

This section is a detailed discussion about the test study. Tests and problems will be described. The method by which the students were graded is presented, as well as a description of what was expected from each of the labs. The course materials, including tests, labs, and grading guidelines for the labs are included in Appendix A.

## IV.A. 1 Course Materials

The required textbook for the course was Pascal: Understanding Programming and Problem Solving, Third Edition by Douglas Nance. The same textbook was used in the regular $\mathrm{CS} / 1$ course. The text had also been used in the course for the previous two semesters. The textbook provides information on Pascal syntax, problem solving using top-down design, and the Turbo Pascal system.

The test study participants were required to use the GNU Emacs editor, rather than the editor provided with Turbo Pascal. They were given a GNU Emacs Reference Card and were shown how to access the emacs tutorial. The reference card also includes
information on navigating in $\quad$ eb-mode (pages 114-115).
The information on $T_{\mathbb{E}} \mathrm{X}$ and HEB was conveyed primarily by example. The participants were given an excerpt from the WEB user manual which contains a brief description on how to write programs in the HEB language (pages 116-120). They were also given several handouts to illustrate various $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ features (pages 131-139).

## IV.A. 2 Lab Assignments

The students received six programming assignments throughout the course of the semester. The quantity and degree of difficulty of each assignment was comparable to those given in the previous CS/ 1 courses. Each assignment, except the first and the last, was graded based on the initial design and the final lab. The first lab assignment was designed merely to have the students use emacs and the reb-mode environment. The last assignment was graded on design and execution; however, the students were not required to turn in an initial design, as the problem was merely a different implementation of a previous problem.

In previous semesters, students were taught problem solving and were strongly encouraged to prepare an initial design for their programs. In a few instances, they were asked to turn in their design, which was usually submitted in handwritten form. The students were also asked to document their programs and write well-styled programs. The documentation typically took the form of explaining the purpose of a procedure or a function.

The test study participants were required to turn in an initial design and were required to use this design as the starting basis for their program development. There was no predefined format to which the design had to conform. The only rule was that each of
the following topics be addressed:

- problem statement;
- inputs required;
- outputs generated;
- processing zequired;
- algorithm; and
- testing.

It should be noted that this same list was given as a guide for design in the CS/1 course in each of the previous semesters.

The test study participants were also given the requirement that they document their programs. Each student received feedback on their initial design and, if necessary, modified the design. Their documentation included the design requirements and provided more information on what a particular step was accomplishing, rather than addressing the purpose of a procedure or a function.

## IV.A. 3 Exams

The students were required to take three in-class exams and a comprehensive final exam. The quantity and degree of difficulty of each exam was comparable to those given in the previous CS/1 courses. Each exam, including the final, contained a question which was designed to test the students' problem solving ability. This was done in an attempt to measure the participants' problem solving ability over time. The questions increased in complexity over the course of the semester. The exams also tested the students' knowledge of Pascal syntax, emacs editor functions, features of the UEB language, and web-mode functions.

The final exam was designed to test the subjects in the same manner in which students had been tested in previous semesters. Exact or comparable questions were used such that an undiased comparison could be made. Again, the students were tested on their knowledge of Pascal syntax, editing facilities, and their problem solving ability. The results of the test study, including performance on labs and exams, are discussed in detail in the next chapter.

## IV.B Teaching Assistant

The performance of the students could also be affected by the teaching assistant assigned to the course. The duties of the teaching assistant included the following:

- assisting the students during the scheduled lab time and during scheduled office hours;
- grading and providing feedback on the initial design for each lab assignment;
- grading the final design and program for each lab assignment; and
- providing instruction on $\mathrm{KEB}, \mathrm{T}_{\mathrm{E}} \mathrm{X}$, and Pascal, when necessary.

The teaching assistant was not familiar with literate programming prior to the test study. However, he practiced literate programming techniques during the course in order to provide assistance to the students.

The grading policy adhered to by the teaching assistant was not dictated by the instructor, but was agreed upon by both the instructor and the teaching assistant. The grading practices were strict, due to the nature of the study and the personality of the teaching assistant. However, it is believed that the teaching assistant was fair, objective, and comparable to the other teaching assistants the author has directed in previous honors courses in his evaluation of the lab assignments.

## CHAPTER V

## RESULTS

The honors computer science introductory course for the Fall 1993 semester was selected as the subject class for the test study. The performance of the students enrolled in this particular class was compared with the following groups of students:

- the honors computer science introductory course (CPSC 110H) for the Fall 1990 semester; and
- the honors computer science introductory course (CPSC 110H) for the Fall 1992 semester.

This chapter contains a detailed discussion of each of the groups. A comparison was made between the performance of the test study participants and the students enrolled in the other classes.

## V.A Background/Experience of Test Study Participants

Thirty-eight students enrolled in the honors class during the Fall 1993 semester. The administration of a pre-test provided information regarding the general background and experience of the participants. The purpose of the pre-test was to establish that these were, in fact, novice programmers. The results of the problem solving portion of the test provided a basis for measuring the initial problem solving skills of the participants.

The students entered the course with a variety of backgrounds in computer science.
Only one student had never taken a computer science course and one student had taken only a computer literacy/computer history course. Few of the students had any
background in computer science at the college level. Table 1 is a summary of the college level experience of the participants.

Table 1. Unusual or Exceptional Computer Experience of Subjects

| Count | Exceptional Experience |
| :---: | :--- |
| 1 | C course at a Junior College |
| 4 | University level Fortran course |

The majority of the students had some type of computer science class in high school. Table 2 is a summary of the high school experience of the participants. Although there were thirty-eight students enrolled in the class, many of the students had experience in more than one of the areas listed.

Table 2. High School Computer Experience of Subjects

| Count | Computer Experience |
| :---: | :--- |
| 8 | Microcomputer applications, typically including DOS, WordPerfect, |
| 8 | Lotus 1-2-3, and/or dBase |
| 8 | Computer Math, which may or may not include some experience in |
| 12 | BASIC and/or Pascal |
| 21 | BASIC course |

Despite the appearance of having a significant background in computers, these students must still be considered novice programmers. Although a significant number had some background in Pascal programming, fifteen felt they could program without the use of a reference manual. Even so, their knowledge of advanced Pascal constructs cannot be considered to be comprehensive. None of the students had experience as a professional programmer.

One student had limited experience with the emacs editor. The remaining thirty-seven
had no experience with emacs. None of the students had heard of WEB programming; therefore, none of the test study participants had previous experience with literate programming.

The pre-test included a question designed to provide some measurement of the students' initial problem solving ability. The students were asked to state the steps necessary to solve a given problem. They were instructed to give detailed answers in complete English sentences and paragraphs. The problem was stated as follows:

You are the manager of Aggie Lawn Service. Alvin is your new employee. You must explain to Alvin the process of calculating an estimate for a potential customer. (Of course, in the future this may use a hand-held computer.) The quote will include a cost statement and estimated time to complete the job.
This estimate is based upon the area of the lawn and a standard (confidential) charge per square foot. Grass can be cut at the rate of 2 square feet per second. You may assume that a rectangular house is situated in a rectangular yard. Give the details of the process and itemize all assumptions you have made.

It is difficult to measure a person's problem solving ability. For example, it is easily seen that the problem is a basic input-process-output problem. Each subject received points if the necessary inputs and the required outputs were described. In terms of the processing, many students felt it was sufficient to merely give the formula for the area of a rectangle. They then subtracted the area of the house from the area of the lawn (sometimes shown, again, as a formula).

In general, most of the students were able to give an answer which solved the problem.
However, several exceptions were noted as follows:

- some participants simply gave the necessary formula(s), omitting any description of the inputs and/or outputs;
- some participants failed to describe their solution using complete English sentences and paragraphs;
- some participants described the necessary inputs and the required processing, but failed to produce a result; and
- some participants made and described additional assumptions or expressed a need for additional information regarding items such as driveways, sidewalks, trees, flower beds, etc.

The students' solutions were scored based on their ability to solve the problem.
Table 3 is a summary of the minimal set of problem solving issues that should have been addressed or noted, with their associated point value.

Table 3. Problem Solving Issues

| Points | Problem Solving Issue |
| :---: | :--- |
| 2 | Obtain dimensions of yard |
| 2 | Obtain dimensions of house |
| 2 | Calculate area for house and yard |
| 2 | Calculate area for lawn to be cut |
| 3 | Calculate total cost to cut the lawn |
| 3 | Calculate the time for completion |
| 2 | Convert the time to minutes or hours |
| 2 | Produce the final cost for cutting lawn |
| 2 | Produce the time for completion |

A final score of twenty indicates that the student adequately described the required inputs, calculations, and necessery outputs. À siudent lost points for omitting information or not describing the process in sentence form. A student could earn extra points by addressing issues that were not explicitly mentioned, but might be a factor in solving the problem.

Table 4 is a summary of the results of measuring the students' initial problem solving ability. There are $47.4 \%$ above and only $31.6 \%$ below average. The grade of " C " is described as average, yet it is rare that a class will have as many D's and F's as A's and B's. The distribution of the data in Table 4 is consistent with grade distributions for the CS/1 course over the last few years.

Table 4. Initial Problem Solving Ability

| Percent of <br> Students | Problem Solving Ability |
| :---: | :--- |
| 31.6 | Excellent (18+ points) |
| 15.8 | Above average (16-17 points) |
| 21.1 | Average (14-15 points) |
| 13.2 | Below average (12-13 points) |
| 18.4 | Poor (below 12 points) |

## V.B CS/1 Class Information

The CS/1 course is open to students of all majors in the university. A particular CS/1 class may be distinguished by the semester it is taught, the instructor, the quality of students, the textbook used, and the size of the class. Every attempt was made to address each of these jssues and to minimize the side effects of each issue.

The class selected for the test study was taught by the same instructor that taught one of the comparison groups. The other comparison group was taught by a different instructor. Each instructor covered the same material regarding programming and problem solving in the comparison class.

The textbook selected for the CS/1 course normally changes every 1-2 years. An attempt is made to select the textbook which best presents problem solving techniques and Pascal syntax. The textbook used for the Fall 1990 semester was Turbo Pascal 4.0/5.0 by Walter Savitch. The textbook for the Fall 1992 semester was Pascal: Understanding Programming and Problem Solving, Second Alternate Edition by Douglas Nance. The test study participants were taught using Nance's Third Edition of the Pascal text. The textbooks are all similar enough that differences attributed to the use of different texts are considered insignificant.

## V.C Student Classification Distribution

The following is an analysis of the classification of students for each of the CS/1 classes. These distributions can be considered typical for the CS/1 course at Texas A\&M University.

Each of the subsequent tables could be presented in the form of counts or percentages. The tables presented in this chapter are those deemed most informative. Each table is presented in Appendix B in the alternative form.

Table 5 is a summary of the student classification distribution for the CS/1 course for the subject and comparison classes (in percent form). The U1 classification indicates the student is a freshman, U 2 indicates sophmore, U 3 indicates junior, and U4 indicates senior. A chi-square test of independence was conducted to determine if the classification and semester variables are related (or dependent). The critical value of $X^{2}$ for $\alpha=0.10$ and degrees of freedom $=6$ is 10.64 . The computed value, 10.96 , exceeds 10.64 , so we conclude that the two variables are dependent. That is, the proportion of students of a particular classification varies depending on the semester.

The honors classes typically have a large percentage of freshmen and sophmores. One reason for this is that freshman computer science majors usually enroll in CS/1 their first semester. The remaining students may be honors students in other departments that are taking the course to satisfy their computer requirement.

Table 6 is a summary of the student major distribution for the $\mathrm{CS} / 1$ course for the subject and comparison classes (in percent form). The honors classes typically have a large number of computer science (CPSC) and computer engineering (CSEN) majors. A chi-square test of independence was conducted to determine if the major and semester

Table 5. Student Distribution by Classification (Percent)

| Semester | U1 | U2 | U3 | U4 |
| :--- | :---: | :---: | :---: | :---: |
| Fall 90-H | 77.8 | 16.7 | 2.8 | 2.8 |
| Fall $92-\mathrm{H}$ | 69.0 | 16.7 | 14.3 | 0.0 |
| Fall $93-\mathrm{H}$ | 68.4 | 29.0 | 0.0 | 2.6 |

variables are related (or dependent). The critical value of $X^{2}$ for $\alpha=0.10$ and degrees of freedom $=2$ is 4.605 . The computed value, 3.972 , does not exceed 4.605 , so we conclude that the two variables are not dependent. That is, the proportion of students of a particular major does not vary depending on the semester.

Table 6. Student Distribution by Major (Percent)

| Semester | CPSC/CSEN | Other |
| :--- | :---: | :---: |
| Fall $90-\mathrm{H}$ | 55.6 | 44.4 |
| Fall $92-\mathrm{H}$ | 59.5 | 40.5 |
| Fall $93-\mathrm{H}$ | 76.3 | 23.7 |

## V.D Problem Solving Performance

One of the primary motivations for conducting the study was to determine if the use of the literate program paradigm leads to improved problem solving skills. Traditionally, instruction in the introductory courses emphasizes the product of design (programs), but not the design process itself [35]. This emphasis is reinforced because teachers place a grade on the running program and not the process that produced it. Grades are assigned based on the success (or failure) of the program, given certain test cases, and not on the design of the program [35].

The introductory course at Texas A\&M University can be considered typical and, in
the past, has been taught using this same grading mechanism. A portion of the grade has been assigned based on the program documentation, and the remainder of the grade has been determined based on if the program ran with selected test cases. For this reason, there are no comparison figures available for validating the test group's problem solving skills. However, the problem solving skills of the test group were measured periodically during the semester and it can be determined if these skills improved.

## V.D. 1 Problem Solving Performance of the Test Group

The actual scores received by the test group on the problem solving portion of each lab are included in Appendix C. The mean and the standard deviation of the scores for the problem solving portion of each lab are shown in Table 7 and Table 8.

Table 7. Mean Problem Solving Scores - Labs (Percent)

| Lab | Overall | Majors | Non-Major8 |
| :--- | :---: | :---: | :---: |
| Lab 2 | 83.1 | 80.6 | 91.3 |
| Lab 3 | 83.6 | 81.9 | 89.8 |
| Lab 4 | 88.4 | 87.5 | 91.3 |
| Lab 5 | 89.8 | 88.3 | 94.8 |

Table 8. Standard Deviation of Problem Solving Scores - Labs (Percent)

| Lab | Overall | Majors | Non-Majors |
| :--- | :---: | :---: | :---: |
| Lab 2 | 16.9 | 18.5 | 4.2 |
| Lab 3 | 17.0 | 18.5 | 7.2 |
| Lab 4 | 10.5 | 11.4 | 5.9 |
| Lab 5 | 10.7 | 11.6 | 4.1 |

The problem solving skills for the test group (as well as the difficulty of the problems) increased over the course of the semester. This increase in problem solving skills was
experienced by both computer science majors and non-majors.
Notice that the non-computer science majors consistently scored higher on program design than the computer science majors. This may be attributable to the fact that many of the computer science majors had some experience in Pascal prior to the class. This experience may affect the students' problem solving skills for two reasons. Firstly, as stated earlier, it is sometimes difficult to change the way a person has learned to perform a particular task. Secondly, this previous programming skill may have detracted from their ability to separate problem solving from programming.

The actual scores received by the test group on the problem solving portion of each test are included in Appendix D. The mean and standard deviation of the scores for the problem solving portion of each test are shown in Table 9 and Table 10.

Table 9. Mean Problem Solving Scores - Tests (Percent)

| Test | Overall | Majors | Non-Majors |
| :--- | :---: | :---: | :---: |
| Pre-Test | 72.6 | 74.0 | 68.3 |
| Test 1 | 78.8 | 79.7 | 76.1 |
| Test 2 | 66.6 | 65.7 | 71.6 |
| Test 3 | 80.9 | 80.3 | 82.7 |
| Post-Test | 76.6 | 76.2 | 77.8 |

Table 10. Standard Deviation of Problem Solving Scores - Tests (Percent)

| Test | Overall | Majors | Non-Majors |
| :--- | :---: | :---: | :---: |
| Pre-Test | 0.25 | 0.27 | 0.15 |
| Test 1 | 0.12 | 0.12 | 0.11 |
| Test 2 | 0.18 | 0.20 | 0.12 |
| Test 3 | 0.15 | 0.16 | 0.10 |
| Post-Test | 0.24 | 0.24 | 0.25 |

It is difficult to determine whether or not the problem solving skills for the test group
increased over the course of the semester. The class, as a whole, experienced a decrease in scores on the second test, although there was a greater decrease for computer science majors. This decrease in scores for the second test may be attributed to the fact that the problem for that test was significantly different and more difficult than any of the problems encountered previously during the lab or on a test. The scores also decreased on the post-test, or final exam, as compared to the third test; however, they still improved as compared to the scores on the pre-test.

The problem solving scores, as a whole, were higher on the labs than they were for the exams. This was to be expected since the problem solving portion of the lab was not developed under stressful situations, as in the test-taking scenario. Another reason for having higher scores in the lab is that measuring problem solving skills is not something we are used to doing on a test. It is much easier to evaluate someone's problem solving skills developed through iteration during lab than it is to evaluate one-time problem solving skills on a test.

## V.E Programming Performance

Another motivation for conducting the study was to determine if the literate programming paradigm can improve program quality as a result of improved problem solving. Program quality, however, is difficult to define without studying maintenance of code over a period of several years.

## V.E. 1 Programming Specifications for the Comparison Groups

The programs for the Fall 1990 honors CS/1 comparison group were graded based on program style, or documentation, and program execution, or "correctness." For grading
purposes, $40 \%$ of the grade was based on style, with the remaining $60 \%$ of the grade based on execution.

Program style refers to how well the programs were documented. Two levels of documentation were defined:

- program/module level - where the programmer gives a general description of the intent of the program and/or module. Some modules implement rather complex algorithms, so their descriptions are more detailed than the others. Other modules might make important assumptions that should be mentioned.
- code level - where the programmer explains what the program is doing at a particular moment in time.

Style includes the use of meaningful names for identifiers, indentation and white space for program readability, and limited use of global variables. All of the above can be combined to create a well-styled program.

The first program assignment was a Pascal source code listing that the students entered using the Turbo Pascal editor. The program was then compiled, debugged (if necessary), and executed. The program was designed as a learning exercise for the edit, compile, test, and debug process.

The remaining programs were assigned in problem specification form. The students were given a problem to solve using specific constructs, such as if-then-else, qhile-do, and case. They were also told to use certain types of subprograms, parameter passing, file manipulation, and data structures.

There is no data on programs for the Fall 1992 honors comparison group. This is due to the fact that it was taught by a different instructor.

## V.E. 2 Programming Specifications for the Test Group

The program grading guidelines for the test group are included in Appendix A. The programs were graded based on program design, documentation, and program execution, or "correctness." For grading purposes, $50 \%$ of the grade was based on documentation and design, with the remaining $50 \%$ of the grade based on execution.

Program documentation and design addressed the design issues, such as problem statement, required inputs, outputs generated, processing required, algorithm development, and testing. Included in the grade was the degree of consistency between the documentation and the implementation. The two levels of documentation defined previously (program/module and code), and the specifications for a well-styled program were also included in the documentation and design portion of the grade.

The first program assignment was a NEB source code listing that the students entered using the emacs editor. The program was then WEAVEd and $T_{E} X e d$ to produce a device-independent file which was then converted by a printer driver to produce a hardcopy listing of the program. The program was also TaNGLEd, compiled, debugged (if necessary), and executed. The program was designed as a learning exercise for the edit, UEAVE, $\mathrm{T}_{\mathrm{E}} \mathrm{X}$, dvips, TANGLE, compile, test, and debug process.

Like the comparison groups, the remaining programs were assigned in problem specification form. The students were given a problem to solve and part of the process was to extract (from the instructor and/or the teaching assistant) the necessary information for solving the problem. Specific constructs, such as if-then-else, while-do, and case, were used for the assignments. Like the comparison groups, they were told to use certain types of subprograms, parameter passing, file manipulation, and data structures.

## V.E. 3 Programming Performance of Test Group versus Comparison Groups

The actual scores received by the test and comparison groups on each lab are included in Appendix C. The mean and standard deviation of the scores for each lab are shown in Table 11 and Table 12.

Table 11. Mean Program Scores

| Semester | Lab 1 | Lab 2 | Lab 3 | Lab 4 | Lab 5 | Lab 6 | Lab 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Fall 90-H | 99.0 | 99.2 | 94.2 | 92.0 | 94.1 | 90.0 | 90.5 |
| Fall 93-H | 89.8 | 85.8 | 87.8 | 77.9 | 76.6 | 75.7 | N/A |

Table 12. Standard Deviation of Program Scores

| Semester | Lab 1 | Lab 2 | Lab 3 | Lab 4 | Lab 5 | Lab 6 | Lab 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Fall 90-H | 3.16 | 2.06 | 6.66 | 8.44 | 4.72 | 9.92 | 14.91 |
| Fall 93-H | 14.75 | 22.29 | 22.99 | 23.67 | 32.45 | 34.71 | N/A |

Notice the scores received by the test group are much lower than those received by the comparison group and the standard deviation is much higher.

The primary reason for the test group receiving lower program scores than the comparison group is due to the grading mechanism used for the test study. The programs were graded using more strict guidelines and high quality design was expected of the students.

There may be several reasons for experiencing lower program scores using this program development methodology:

1. The students experienced trouble comprehending the steps necessary for processing a WEB program; however, the degree of difficulty should be reduced over a period of extended use.
2. The programs themselves were not more difficult; however, the difficulty of the program may have been emphasized because less information about solving the problem was given to the students.
3. The debugging facility which is available in Turbo Pascal was not an option for the students, thus the debugging task was more difficult and the debugging time was increased.
4. Several students submitted programs that did not run in order to receive credit for the design, thus lowering the average.

Although it appears the test study group did not perform as well on the programming assignments as the comparison groups, this is not necessarily the case. Several of the students in the test study group could not fully grasp the concept problem solving with the use of WEB programming. However, the majority of the students performed well.

The quality of the programs, including documentation, was much higher for the test study group. Their program documentation contained of all of the necessary design steps, including design rationale and testing. The documentation produced by the comparison groups typically included only items such as identifier descriptions and the purpose of the subprograms. The higher quality of the documentation produced by the test study participants is certainly not reflected in the grades.

## V.F Exam Performance

One of the methods by which the students were measured and compared was with the use of in-class exams. The purpose of the exams was to measure problem solving ability and knowledge of Pascal syntax.

## V.F. 1 Exam Structure for the Comparison Groups

The exam structure for the comparison groups was tailored more towards measuring knowledge of Pascal syntax and programming. The questions on the exams for the honors CS/1 classes were designed to test the students' Pascal knowledge and their ability to use
specific constructs rather than their problem solving ability.
The final exam for the Fall 1990 honors class consisted of 69 true/false and multiple choice questions about Pascal syntax and concepts. The remaining questions tested the students' ability to write Pascal programs. The final exam for the Fall 1992 honors class consisted of questions which tested the students' ability to write portions of programs (Pascal syntax) and implement specific data structures. Although the ability to write programs involves using some type of problem solving ability, the students in the comparison groups were not specifically tested on their problem solving ability.

## V.F. 2 Exam Structure for the Test Group

The exams for the test study group were designed to test the students' knowledge of Pascal as well as their problem solving ability. Approximately $25 \%$ of each exam tested problem solving skills. The remaining $75 \%$ of each exam tested the students' knowledge of Pascal concepts and their programming ability much in the same way the comparison groups were tested. The exams for the test group, including the pre-test and the final, are included on pages 112-113 and 146-188 in Appendix A.

The final exam for the test study participants was designed such that specific comparisons could be made between the test study group and the comparison groups. This was accomplished by using, where possible, the same (or similar) questions on the exam to test knowledge of Pascal syntax.

## V.F. 3 Exam Performance of Test Group versus Comparison Groups

The actual scores received by the test and comparison groups on each exam are included in Appendix C. The mean and standard deviation of the scores for each exam are
shown in Table 13 and Table 14.

Table 13. Mean Exam Scores

| Semester | Exam 1 | Exam 2 | Exam 3 | Final Exam | Pascal Concepts |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Fall 90-H | 83.1 | 77.7 | 70.6 | 74.4 | 74.4 |
| Fall 92-H | N/A | N/A | N/A | 73.5 | N/A |
| Fall 93-H | 78.6 | 74.7 | 75.4 | 75.0 | 77.3 |

Table 14. Standard Deviation of Exam Scores

| Semester | Exam 1 | Exam 2 | Exam 3 | Final Exam | Pascal Concepts |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Fall $90-\mathrm{H}$ | 11.06 | 12.26 | 11.53 | 10.81 | 9.11 |
| Fall $92-\mathrm{H}$ | N/A | N/A | N/A | 15.75 | N/A |
| Fall $93-\mathrm{H}$ | 10.23 | 12.31 | 13.35 | 12.21 | 12.27 |

The Mann-Whitney U-test (also known as the Wilcoxan Rank Sum Test) can be used to determine if there is a significant difference between the exam performance of the test study group and the exam performance of the comparison classes. The Mann-Whitney U-test is a statistical test used to determine if there is a statistically significant difference between the performance of two independent groups $[11,16,47]$. This test is similar to the t -test and makes three assumptions:

1. Both samples are random samples from their respective populations.
2. In addition to independence within each sample, there is mutual independence between the two samples.
3. The measurement scale is at least ordinal.

If both sample sizes are 10 or larger (as is the case here), the sampling distribution of $T$ is approximately normal, which allows us to use a $z$ statistic.

The Mann-Whitney U-test was conducted to determine if there was a significant difference between the exam performan of the test study group and that of the Fall 1990
comparison class. The critical value of $z$ for $\alpha=0.10$ is 1.282 . The computed value, 0.04708 , does not exceed 1.282 , so we conclude that the distributions of grades on the final exam for the two groups are not significantly different.

We can use the same test to compare the Fall 1992 honors comparison group with the test study group. The computed value, 0.1244 , does not exceed 1.282 , so again we conclude that the distributions of grades on the final exam for the two groups are not significantly different.

Each of the final exams are equivalent in nature and level of difficulty. Each final exam also contained questions designed specifically to test the students' knowledge of Paseal concepts and syntax. The test study group scored higher than both of the comparison groups when tested on their knowledge of Pascal. Therefore it can be concluded that the teaching methodology has no detrimental effect on the students' ability to perform well on exams testing both Pascal knowledge and problem solving ability.

## V.G Course Performance

Another method by which the students were measured and compared was their overall performance in the CS/1 course as determined by their final grade. The actual figures for the grade distribution tables in this section are included in Appendix B. The percentages below include only those students that completed the course. The grade classification of Other (which is not included in the calculations below) are those of Q (dropped before the semester deadline), WP (withdrew passing), WF (withdrew failing), NG (no grade for the course), S (satisfactorily passed), and U (unsatisfactory).

## V.G. 1 Course Performance of Test Group versus Comparison Groups

Table 15 is a summary of the overall grade distribution for students completing the CS/ 1 course for the subject and comparison classes (in percent form).

Table 15. Overall Grade Distribution (Percent)

| Semester | A | B | C | D | F |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Fall $90-\mathrm{H}$ | 20.6 | 50.0 | 14.7 | 5.9 | 8.8 |
| Fall $92-\mathrm{H}$ | 51.3 | 20.5 | 20.5 | 2.6 | 5.1 |
| Fall $93-\mathrm{H}$ | 24.3 | 40.5 | 21.6 | 5.4 | 8.1 |

The percentage of students that passed the CS/1 course was similar for each of the classes. A grade of " A ", " B ", or " C " is considered passing. The Fall 1990 and the Fall 1992 comparison groups had $85.3 \%$ and $92.3 \%$ of the students, respectively, pass the course. The test group had $86.4 \%$ of the students pass the course.

Table 16 is a summary of the grade distribution for computer science majors completing the CS/1 course for the subject and comparison classes (in percent form).

## Table 16. Grade Distribution for CPSC/CSEN Majors (Percent)

| Semester | A | B | C | D | F |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Fall $90-\mathrm{H}$ | 20.0 | 55.0 | 10.0 | 5.0 | 10.0 |
| Fall $92-\mathrm{H}$ | 50.0 | 16.7 | 20.8 | 4.2 | 8.3 |
| Fall 93-H | 28.6 | 32.1 | 25.0 | 7.1 | 7.1 |

The percentage of computer science students that passed the CS/1 course was comparable for the test study group and each of the comparison groups. The Fall 1990 and the Fall 1992 comparison groups had $85.0 \%$ and $87.5 \%$ of the computer science students, respectively, pass the course. The test group had $85.7 \%$ of the computer science students pass the course.

Table 17 is a summary of the grade distribution for non-computer science majors completing the $\mathrm{CS} / 1$ course for the subject and comparison classes (in percent form).

Table 17. Grade Distribution for Other Majors (Percent)

| Semester | A | B | C | D | F |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Fall $90 \cdot \mathrm{H}$ | 21.4 | 42.9 | 21.4 | 7.1 | 7.1 |
| Fall $92-\mathrm{H}$ | 53.3 | 26.7 | 20.0 | 0.0 | 0.0 |
| Fall $93 \cdot \mathrm{H}$ | 11.1 | 66.7 | 11.1 | 0.0 | 11.1 |

The percentage of non-majors that passed the CS/1 course was $100.0 \%$ for the Fall 1992 comparison group. The percentage of non-majors that passed the CS/1 course in the test study group was $88.9 \%$, while the Fall 1990 comparison group had $85.7 \%$ pass the course.

Figure 25 shows the percentage grade distribution for each of the CS/1 classes. Notice that the grade distribution for the Fall 1992 comparison group is much different from the distributions for the Fall 1990 comparison group and the Fall 1993 test group. This difference in distributions is largely attributable to the difference in instructors.


Figure 25. CS/1 Course Grade Distribution

## V.H CPSC 120 Performance

Another method by which the students were measured and compared was their overall performance in the CS/2 course as determined by their final grade. The actual scores received by the test and comparison groups in the CS/2 course are included in Appendix C. The calculations given include only those students that completed the CS/2 course.

## V.H. 1 Subsequent Course Performance of Test Group versus Comparison Groups

Approximately $65-70 \%$ of the honors $\mathrm{CS} / 1$ students enrolled in the CS/2 course ( $73.5 \%$ of the Fall 1990 class, $66.7 \%$ of the Fall 1992 class, and $67.6 \%$ of the Fall 1993 class).

Table 18 is a summary of the overall grade distribution for the subsequent CS/2 course for those students in the subject and comparison classes in percent form.

## Table 18. Overall CS/2 Grade Distribution (Percent)

| Semester | A | B | C | D | F |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Fall $90-\mathrm{H}$ | 68.0 | 28.0 | 4.0 | 0.0 | 0.0 |
| Fall $92-\mathrm{H}$ | 73.1 | 19.2 | 7.7 | 0.0 | 0.0 |
| Fall 93-H | 52.0 | 40.0 | 4.0 | 0.0 | 4.0 |

At first glance it appears that the students in the Fall 1990 honors and the Fall 1992 comparison classes performed much better than the students in the test study group in the CS/2 class. Both of the comparison groups had a higher percentage of students make " A "s in the subsequent course. However, all of the classes had over $90 \%$ of the students make an " A " or a " B " in the course.

Figure 26 shows the percentage grade distribution for each of the CS/2 classes. Notice
that there is no significant difference in the grade distributions for the test study group and both of the comparison groups.


Figure 26. CS/2 Course Grade Distribution

Table 19 is a comparison of the average grades in the CS/1 class and the subsequent CS/2 class for those students in the subject and comparison classes. The grade point shown is out of a total possible grade of 4.0. The Mann-Whitney U-test was used to conclude that there is not a significant difference in average grade point ratio for any of the groups.

Table 19. Average Grade for CS/1 and CS/2 Courses

| Semester | CS/1 | CS/2 |
| :--- | :---: | :---: |
| Fall 90-H | 2.676 | 3.640 |
| Fall 92-H | 3.103 | 3.654 |
| Fall 93-H | 2.676 | 3.360 |

This may still not be a good representation of how the students in the subject and comparison classes performed in the subsequent course. These grades can be evaluated in terms of the particular section and semester the class was taken and the instructor that taught the class.

Table 20 is a summary of the average difference in grades between the subject class, the comparison classes, and the other CS/2 classes. This summary is itemized by section, instructor, and semester.

The actual figures for the grade distribution for each of the CS/2 classes are included in Appendix E.

Table 20. Average Difference in Grade for CS/2 Classes

| Semester | Diff. in Section | Diff. in Instructor | Diff. in Semester |
| :---: | :---: | :---: | :---: |
| Fall $90-\mathrm{H}$ | +0.02 | +0.01 | +0.01 |
| Fall $92-\mathrm{H}$ | +0.03 | +0.01 | +0.01 |
| Fall $93-\mathrm{H}$ | +0.06 | +0.05 | +0.09 |

With these figures, it is shown that the students in the CS/1 comparison classes scored somewhat higher than their peers in the same section of the CS/2 course. However, those students in the CS/ 1 test group scored even higher than their peers in the same sections of the $\mathrm{CS} / 2$ course. This data was also analyzed including the $\mathrm{CS} / 2$ instructors and semester. The same results held.

When the performance of the students in the test study group was compared with the performance of their peers, it was determined that the students in the test study group actually scored higher than the students in the comparison groups (and the other students) in the CS/2 course.

## V.I CPSC 210 Performance

The final method by which the students were measured and compared was their overall performance in the Data Structures course as determined by their final grade. The Data Structures course is the first course students take upon completion of the CS/1 and $\mathrm{CS} / 2$ courses. At this point, the students are no longer learning programming languages. Instead, they are using their programming and problem solving abilities in the "design of algorithms for efficient implementation and manipulation of data structures" [72]. In other words, this is the course where good problem solving skills take precedence over programming ability.

The actual scores received by the test and comparison groups in the Data Structures course are included in Appendix. C. The calculations below include only those students that completed the Data Structures course.

## V.I. 1 Data Structures Course Performance of Test Group versus Comparison Groups

Approximately $45-55 \%$ of the honors CS/ 1 students enrolled in the Data Structures course ( $55.9 \%$ of the Fall 1990 class, $56.4 \%$ of the Fall 1992 class, and $45.9 \%$ of the Fall 1993 class).

Table 21 is a summary of the overall grade distribution for the Data Structures course for those students in the subject and comparison classes in percent form.

Table 21. Overall Data Structures Grade Distribution (Percent)

| Semester | A | B | C | D | F |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Fall $90-\mathrm{H}$ | 21.1 | 63.2 | 15.8 | 0.0 | 0.0 |
| Fall $92-\mathrm{H}$ | 50.0 | 13.6 | 22.7 | 9.1 | 4.5 |
| Fall $93 \cdot \mathrm{H}$ | 52.9 | 35.3 | 11.8 | 0.0 | 0.0 |

Not only did the test study group have a larger percentage of students make an " A " in the course, but a larger percentage of students made an " A " or a " B " in the course.

Figure 27 shows the percentage grade distribution for each of the Data Structures classes. Notice that there is a significant difference in the grade distributions for the groups.


Figure 27. Data Structures Course Grade Distribution

Table 22 is a comparison of the average grades in the CS/ 1 class, the $\mathrm{CS} / 2$ class, and the Data Structures class for those students in the subject and comparison classes. Again, the grade point shown is out of a total possible grade of 4.0. Using an unpaired $t$-test, with $\alpha=0.10$, it was concluded that there is a significant difference in average grade for the Data Structures course between the Fall 1993 test group and both the Fall 1990 and the Fall 1992 comparison groups.

Table 22. Average Grade for CS/1, CS/2, and Data Structures Courses

| Semester | CS $/ 1$ | CS $/ 2$ | DS |
| :---: | :---: | :---: | :---: |
| Fall $90-\mathrm{H}$ | 2.676 | 3.640 | 3.053 |
| Fall $92-\mathrm{H}$ | 3.103 | 3.654 | 2.955 |
| Fall $93-\mathrm{H}$ | 2.676 | 3.360 | 3.412 |

A chi-square test of independence was conducted to determine if the grade and CS/1 semester variables are related (or dependent). The critical value of $X^{2}$ for $\alpha=0.10$ and degrees of freedom $=8$ is 13.36 . The computed value, 15.368 , exceeds 13.36 , so we conclude that the two variables are dependent. That is, the proportion of students receiving a particular grade varies depending on the semester in which they took $\mathrm{CS} / 1$.

Figure 28 shows the progression of average grades for the Fall 1993 test study group and both the Fall 1990 and the Fall 1992 comparison groups. Notice that the test study group demonstrates an upward progression in terms of average grade. Both of the comparison groups increase in average grade from the CS/ 1 to the CS/2 course. However, the average grade for both groups drops significantly in the Data Structures course.


Figure 28. Grade Progression

When the performance of the students in the test study group was compared with the performance of their peers in a course which requires extensive problem solving skills, it was determined there is a significant difference in the performance of the students in the test study group compared with the performance of the students in the comparison groups.

## V.J Student Evaluation of CPSC 110 Teaching Methodology

Upon nearing completion of the CS/1 course, the students were asked to submit a paper reflecting their feelings and attitudes towards the WEB programming methodology. It was stressed that statements made would in no way affect their grade in the course.

A graphic rating scale [44] was developed and the reports were evaluated in order to appraise the students' reactions to the WEB programming process. The scale consisted of five categories, rated 1-5. In addition, the scale contained a "not discussed", rated 0, category. Three people evaluated the reaction of the test subjects. None of the people had prior training in rating. The rating scale and reproductions of the student reports can be found in Appendix F. Below is a summary of the results of the rating process. The "not discussed" selections were not included in the calculations. The mean and the standard deviation of the scores for each of the raters are shown in Table 23 and Table 24.

Kendall's coefficient of concordance [44] was used to evaluate the raters. The result was a value of 0.673 , which indicates there was a modest level of agreement between the raters.

The first question required that the raters assess the students' original reaction to being told they were going to learn something called WEB programming. Although a few of the students were enthusiastic about the idea, many were unhappy with the fact that they were going to be using a different methodology.

## Table 23. Evaluation of Fall 1993 CPSC 110H Students' Reactions

| Question | Rater 1 | Rater 2 | Rater 3 | Overall |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 3.21 | 2.81 | 2.52 | 2.85 |
| 2 | 3.20 | 1.60 | 3.25 | 2.67 |
| 3 | 2.69 | 2.64 | 1.87 | 2.43 |
| 4 | 3.44 | 3.14 | 1.67 | 2.88 |
| 5 | 3.41 | 3.28 | 2.90 | 3.20 |
| 6 | 3.54 | 2.87 | 3.57 | 3.31 |

Table 24. Standard Deviation of Rating Scale

| Question | Rater 1 | Rater 2 | Rater 3 | Overall |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.94 | 1.00 | 1.13 | 1.07 |
| 2 | 1.05 | 1.17 | 1.02 | 1.33 |
| 3 | 1.26 | 1.26 | 1.31 | 1.32 |
| 4 | 1.17 | 1.22 | 1.25 | 1.38 |
| 5 | 1.33 | 1.36 | 1.47 | 1.41 |
| 6 | 1.35 | 1.09 | 0.68 | 1.12 |

Much of the unhappiness was due to the fact that many of the students entered the course with prior expectations about what is taught in the class. The second question required that the raters assess the students' original expectation of the class. As shown by the ratings, most students entered the course under the impression that CPSC 110 H was a course in Turbo Pascal, despite the course description.

The next three questions required that the raters assess the students' reactions to the GNU Emacs editor, $\mathrm{T}_{\mathrm{E}} \mathrm{X}$, and KEB programming. Many of the students objected to the use of the emacs editor. This may be due to the fact that the user interface is not extremely user-friendly, especially to the novice user. The students were required to use predefined keystrokes, rather than pull-down menus.

Although a minimal amount of $T_{\mathbb{E}} \mathrm{X}$ knowledge is required, the students seemed to find the language difficult. Although several examples were provided, with a variety of $T_{E} X$
commands, they students did not seem to adapt well to the use of $T_{\mathbb{E}} \mathrm{X}$. Despite the lack of $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ knowledge, the students seemed to adapt to the WEB environment. The raters seemed to believe the students' reaction to the WEB programming process was a bit above average.

The lack of enthusiastic response may have been due to their overall difficulty in understanding the WEB process and concepts. The last question required that the raters assess the students' overall understanding of the WEB process. In general, the students' understanding was average to good. Many of the students continued to have difficulty separating the concepts of editor, KEB files, $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ commands, etc. They seemed overwhelmed with having to learn more than just the Pascal language using the Turbo environment, despite the attempt to minimize the amount of material with the use of reference cards.

## CHAPTER VI

## SUMMARY, CONCLUSION, AND FUTURE WORK

## VI.A Summary

The cost of software development is a subject of concern for software researchers and developers. The dominant portion of the lifetime cost of software is not in the development, but in the maintenance of the software. Research in the area of improving the quality of software documentation to reduce maintenance costs is increasing [49, 68].

Donald Knuth coined the phrase "literate programming" to refer to programs that are meant to be read by human beings, as well as executed by a computer. His original intent was that UEB programs be written and used by experienced programmers [28]. However, with practice, even less experienced programmers have had success with writing WEB programs [45, 62, 63].

A WEB consists of documentation, written in a formatting language, and program statements, written in a programming language. The WEAVE process prepares a combination of the documentation and the program to be read by humans. The tangle process extracts the program statements and creates a source program file to be executed by the computer.

The methods with which we teach programming and problem solving to our introductory students is an important research topic. Linn and colleagues have done an extensive amount of work using case studies and templates to teach programming. The basic premise is that students should be taught how an expert uses knowledge about a
previously solved problem in order to solve a new problem [34, 35, 37, 38, 58].

Soloway and colleagues have also performed research in the area of teaching novice programmers how to solve problems. They have found that the students have trouble "putting the pieces together" in order to solve the problem $[64,66,69]$, rather than with Pascal syntax and constructs.

This research involved the use of the literate programming paradigm in the introductory computer science class in order to improve the software development process. The methodology combines literate programming with the problem solving process to capture, document, and emphasize the problem solving process.

The program development methodology was used in the introductory computer science course at Texas A\&M University. The students enrolled in the Fall 1993 honors class were required to use the development environment, veb-mode, to create WEB programs. The lecture time was spent discussing problem solving techniques and the syntax of the Pascal programming language. During the lab time, the students were required to use the editing environment (reb-mode), which is based on GNU Emacs. They also received an introduction to the $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ formatting language and the WEB rules and constructs.

The students initially designed their problem solution using the WEB rules. They received feedback on their design and, using their design and any suggested changes, implemented their solution using the Pascal programming language.

The program development methodology was evaluated using several different measures:

1. The students were given a pre-test and were then tested periodically to evaluate their problem solving skills.
2. The students were compared with past introductory computer science course students to evaluate their performance on programming assignments, exams, and in the course.
3. The students were compared with past introductory computer science course students to evaluate their performance in the subsequent CS/2 course.
4. The students were compared with past introductory computer science course students to evaluate their performance in the Data Structures course.

## VI.B Conclusion

The Fall 1990 Honors CS/1 course was taught in a manner that differed somewhat from the traditional CS/1 course. The students used an editor, a formatting system, and a coding style that was new to all. The students' performance in subsequent courses was not hurt and may have been helped with the different methodology. Therefore, it can be concluded that the use of literate programming in the introductory computer science class was successful. The results of using the program development methodology in the CS/1 course indicate that the methodology is successful in teaching novice programmers good problem solving skills.

These are the results of the experiment:

- The students showed an increase in their problem solving skills.
- Those students unfamiliar with the Pascal programming language, or any other programming language, were more successful then those familiar with Pascal at using the literate programming paradigm to capture and document their problem solving process.
- The students were able to learn the WEB rules, the $u$ eb-mode environment, GNU Emacs, and $T_{E} \mathrm{X}$ rules, as well as the Pascal syntax and constructs.
- Those students exposed to the program development methodology utilizing the literate programming paradigm were as successful in the subsequent CS/2 course as those üot exposed to the methodology.
- Those students exposed to the program development methodology utilizing the literate programming paradigm were significantly more successful in the Data Structures course than those not exposed to the methodology.
- The subject program development methodology may lead to an improved software development process; however, more tests should be conducted.

Negatives that are not felt to offset the positives:

- The program scores were not as high for those students using literate programming.

Other points of interest include:

- The use of two one-hour lab sections is recommended as an effective teaching design rather than the use of one two-hour lab section. This appears to reinforce iteration of the problem solving process.
- Those students familiar with the Pascal programming language, or another programming language, exhibited more resistance to change.


## VI.C Extensions and Future Research

The literate programming development methodology should be used in the introductory computer science course repetitively to see if the performance experienced during the test study remains consistent, improves, or fades. More importantly, tests should be performed to verify that neophytes do, indeed, experience more success using the literate programming paradigm than those with some programming experience.

Tests should also be performed to compare the readability or, more importantly, the understandability of a WEB program to a "regular" program. This could be accomplished in several ways. The students could be given a "regular" program and then be required to answer questions about the program. They could then be given the WEB program, be required to answer questions about the program, and a determination could be made as which program was easier to read. There may some discrepancy as to whether or not prior understanding of the "regular" program affected the understanding of the WEB program.

This same concept of comparison could be used to test the maintainability of a program. Two sets of students could be required to modify a program. One group will be required to perform maintenance on a "regular" program and the second group be required to perform maintenance on a WEB program. The results could then be used to
determine the maintainability of a WEB program.
The tests regarding the readabilty and maintainability of a program could be conducted in the educational environment. However, a study regarding the maintainability of a WEB program versus a "regular" program should be performed over several years of the program's lifetime.

It is believed that extended use of the literate programming methodology may lead to improved problem solving skills and, therefore, improve the software development process. For this reason, the program development methodology should continue to be tested throughout all levels of the undergraduate curriculum. A study should be performed in which the literate programming development methodology is used by a group of students over the course of their college career. This study might also compare students with no programming experience to those with some exposure to programming languages.

Extended use of the program development methodology can be used to improve the problem solving skills for novice programmers. It should prove to be an effective means for teaching problem solving and programming in the introductory computer science course. The improvement in problem solving skills should result in well-documented, higher quality software that is easier to read and maintain.

## REFERENCES

1. Bentley, J. Programming pearls-literate programming. Communications of the ACM 29, 5 (May 1986), 364-369.
2. Bishop, J. M., and Gregson, K. M. Literate programming and the LIPED environment. Structured Programming 13 (1992), 21-34.
3. Boehm, B. W. Software Engineering Economics. Prentice-Hall, Inc., Englewood Cliffs, NJ, 1981.
4. Boehm, B. W. Improving software productivity. IEEE Computer 21, 5 (September 1987), 43-57.
5. Boehm, B. W. A spiral model of software development and enhancement. IEEE Computer 21, 5 (May 1988), 61-72.
6. Brooks, F. P. No silver bullet: Essence and accidents of software engineering. IEEE Computer 20, 4 (April 1987), 10-19.
7. Brown, M. E. An Interactive Environment for Literate Programming. PhD dissertation, Texas A\&M University, College Station, TX, Aug. 1988.
8. Brown, M. E., and Childs, B. An interactive environment for literate programming. Journal of Structured Programming 11, 1 (1990), 11-25.
9. Buyukisik, O. F. Communication on June 1, 1993 at 9:49 CDT. Literate Programming Mailing List. e-mail: ae1181t@stnfor.ae.ge.com.
10. Cameron, D., and Rosenblatt, B. Learning GNU Emacs. O'Reilly \& Associates, Inc., Sebastopol, CA, 1991.
11. Cates, W. M. A Practical Guide to Educational Research. Prentice-Hall, Inc., Englewood Cliffs, NJ, 1985.
12. Chi, M. T. H., Bassok, M., Lewis, M. W., Reimann, P., and Glaser, R. Self-explanations: How students study and use examples in learning to solve problems. Cognitive Science 13 (1989), 145-182.
13. Conklin, J. Design rationale and maintainability. Tech. Rep. STP-249-88, Microelectronics and Computer Technology Corporation, Austin, TX, June 1988.
14. Conklin, J., and Begeman, M. L. gIBIS; a hypertext tool for team design deliberation. In Hypertext' 87 Papers (New York, NY, 1987), Association for Computing Machinery, pp. 247-251.
15. Conklin, J., and Begeman, M. L. gIBIS: a hypertext tool for exploratory policy discussion. Tech. Rep. STP-082-88, Microelectronics and Computer Technology Corporation, Austin, TX, March 1988.
16. Conover, W. J. Practical Nonparametric Statistics, 2 ed. John Wiley \& Sons, Inc., New York, 1980.
17. Cordes, D., and Brown, M. The literate-programming paradigm. IEEE Computer 24, 6 (June 1991), 52-61.
18. Denning, P. J., Comer, D. E., Gries, D., Mulder, M. C., Tucker, A., Turner, A. J., and Young, P. R. Computing as a discipline. Communications of the ACM 32, 1 (January 1989), 9-23.
19. Department of Defense - Ada Joint Program Office. Ada methodologies: Concepts and requirements. Software Engineering Notes 8, 1 (January 1983), 33-50.
20. Dyer, J. R. Understanding and Evaluating Educational Research. Addison-Wesley Publishing Company, Inc., Reading, MA, 1979.
21. Etlinger, H. A., and Lutz, M. J. Professional literacy: Labs for advanced programming courses. In The Papers of the Twenty-Fifth SIGCSE Technical Symposium on Computer Science Education (Mar. 1994), vol. 26, pp. 102-105.
22. Fairley, R. E. Software Engineering Concepts. McGraw-Hill Publishing Company, Inc., New York, 1985.
23. Fix, V., Wiedenbeck, S., and Scholtz, J. Mental representations of programs by novices and experts. In Proceedings INTERCHI '93 (Human Factors in Computing Systems) (New York, NY, April 1993), Association for Computing Machinery, pp. 74-79.
24. Henderson-Sellers, B., and Edwards, J. M. The object-oriented systems life cycle. Communications of the ACM 33, 9 (Sept. 1990), 142-159.
25. Husic, F. T., Linn, M. C., and Sloane, K. D. Adapting instruction to the cognitive demands of learning to program. Journal of Educational Psychology 81, 4 (1989), 570583.
26. Kendall, P. A. Introduction to Systems Analysis and Design: A Structured Approach, second ed. Wm. C. Brown Publishers, Dubuque, IA, 1989.
27. Knuth, D. E. The WEB system of structured documentation. Stanford Computer Science Report CS980, Stanford University, Stanford, CA, Sept. 1983.
28. Knuth, D. E. Literate programming. Computer Journal (May 1984), 97-111.
29. Knuth, D. E. $T_{E} X$ : The Program, vol. B of Computers $\mathcal{G}$ Typesetting. Addison-Wesley, Reading, MA, 1986.
30. Koffman, E. B. Pascal: Problem Solving and Program Design, fourth ed. AddisonWesley Publishing Company, Inc., Reading, MA, 1992.
31. Kreitzberg, C. B., and Shneiderman, B. The Elements of FORTRAN style: Techniques for Effective Programming. Harcourt Brace Jovanovich, Inc., New York, 1972.
32. Larkin, T. Communication on July 16, 1993 at 9:05 CDT. Literate Programming Mailing List. e-mail: tsl10cornell.edu.
33. Lease, M. W., Lively, W. M., and Leggett, J. J. Using an issue-based hypertext system to capture the software life-cycle process. Hypermedia 2, 1 (1991), 29-46.
34. Linn, M. C., and Clancy, M. J. Can experts' explanations help students develop program design skills? International Journal of Man-Machine Studies 36, 4 (1992), 511-551.
35. Linn, M. C., and Clancy, M. J. The case for case studies of programming problems. Communications of the ACM 35, 3 (March 1992), 121-132.
36. Linn, M. C., and Clancy, M. J. Designing Pascal Solutions: A Case Study Approach. W. H. Freeman, New York, 1992.
37. Linn, M. C., and Dalbey, J. Cognitive consequences of programming instruction: Instruction, access, and ability. Educational Psychologist 20, 4 (1985), 191-206.
38. Linn, M. C., Sloane, K. D., and Clancy, M. J. Ideal and actual outcomes from precollege pascal instruction. Journal of Research in Science Teaching 24, 5 (1987), 467-490.
39. Lins, C. A first look at literate programming. Journal of Structured Programming 10, 1 (1989), 60-62.
40. Lins, C. An introduction to literate programming. Journal of Structured Programming 10, 2 (1989), 107-112.
41. Liu, L., and Horowitz, E. Object database support for a software project management environment. In Proceedings of the ACM SIGSOFT/SIGPLAN Software Engineering Symposium on Practical Software Development Environments) (New York, NY, November 1988), Association for Computing Machinery, pp. 85-96.
42. Maruyama, G., and Deno, S. Research in Educational Settings. SAGE Publications, Inc., Newbury Park, CA, 1992.
43. Mehringer, V. Communication on April 14, 1993 at 17:19 CDT. Literate Programming Mailing List. e-mail: vince©eye.com.
44. Meister, D. Behavioral Analysis © Measurement Methods. John Wiley \& Sons, Inc., New York, 1985.
45. Motl, M. B. A Literate Programming Environment Based on an Extensible Editor. PhD dissertation, Texas A\&M University, College Station, TX, December 1990.
46. Nance, D. W. Pascal: Understanding Programming and Problem Solving, third ed. West Publishing Company, Inc., St. Paul, MN, 1992.
47. Ott, L. An Introduction to Statistical Methods and Data Analysis, 3 ed. PWS-Kent Publishing Company, Boston, MA, 1988.
48. Pierce, K. R. Rethinking academia's conventional wisdom. IEEE Software 10, 2 (March 1993), 94-95, 99.
49. Pinto, J., and Soloway, E. Providing the requisite knowledge via software documentation. In Proceedings CHI '88 (Human Factors in Computing Systems) (new York, NY, 1988), Association for Computing Machinery, pp. 257-261.
50. Pirolli, P. L., and Anderson, J. R. The role of learning from examples in the acquisition of recursive programming skills. Canadian Journal of Psychology 39, 2 (1985), 240-272.
51. Ramsey, N. Communication on June 28, 1993 at 12:11 CDT. Literate Programming Mailing List. e-mail: norman@bellcore.com.
52. Ramsey, N. Weaving a language-independent WEB. Communications of the ACM 32, 9 (Sept. 1989), 1051-1055.
53. Ramsey, N., and Marceau, C. Literate programming on a team project. SoftwarePractice and Experience 21, 7 (July 1991), 677-683.
54. Reder, L. M., Charney, D. H., and Morgan, K. I. The role of elaborations in learning a skill from an instructional text. Memory and Cognition 14 (1986), 64-78.
55. Redmiles, D. F. Reducing the variability of programmers' performance through explained examples. In Proceedings INTERCHI 'g3 (Human Factors in Computing Systems) (New York, NY, April 1993), Association for Computing Machinery, pp. 6773.
56. Roberge, J., and Suriano, C. Using laboratories to teach software engineering principles in the introductory computer science curriculum. In The Papers of the Twenty-Fifth SIGCSE Technical Symposium on Computer Science Education (Mar. 1994), vol. 26, pp. 106-110.
57. Savitch, W. J. Turbo Pascal. Benjamin/Cummings Publishing Company, Inc., Redwood City, CA, 1993.
58. Schank, P. K., Linn, M. C., and Clancy, M. J. Supporting pascal programming with an on-line template library and case studies. International Journal of Man-Machine Studies 38, 6 (1993), 1031-1048.
59. Sewell, E. W. Weaving a Program: Literate Programming in WEB. Van Nostrand Reinhold, New York, 1989.
60. Shelly, G. B., and Cashman, T. J. Business Systems Analysis and Design. Anaheim Publishing Company, Fullerton, CA, 1975.
61. Shum, S., and Cook, C. Using literate programming to teach good programming practices. In The Papers of the Twenty-Fifth SIGCSE Technical Symposium on Computer Science Education (Mar. 1994), vol. 26, pp. 66-70.
62. Smith, L. M. C. Measuring complexity and stability of veb programs. Master's thesis, Oklahoma State University, Stillwater, OK, December 1990.
63. Smith, L. M. C., and Samadzadeh, M. H. Measuring complexity and stability of web programs. Structured Programming 13 (1992), 35-50.
64. Soloway, E. Learning to program = learning to construct mechanisms and explanations. Communications of the ACM 29, 9 (September 1986), 850-858.
65. Soloway, E. Should we teach students to program? Communications of the ACM 36, 10 (October 1993), 21-24.
66. Soloway, E., and Ehrlich, K. Empirical studies of programming knowledge. IEEE Transactions on Software Engineering SE-10, 5 (September 1984), 595-609.
67. Soloway, E., Ehrlich, K., Bonar, J., and Greenspan, J. What do novices know about programming? In Directions in Human-Computer Interaction, B. Shneiderman and A. Badre, Eds. Ablex Publishing Corp., Norwood, NJ, 1982, pp. 27-54.
68. Soloway, E., Pinto, J., Letovsky, S., Littman, D., and Lampert, R. Designing documentation to compensate for delocalized plans. Communications of the ACM 31, 11 (November 1988), 1259-1267.
69. Spohrer, J. C., and Soloway, E. Novice mistakes: Are the folk wisdoms correct? Communications of the ACM 29, 7 (July 1986), 624-632.
70. Sylvan, K. Communication on April 14, 1993 at 5:36 CDT. Literate Programming Mailing List. e-mail: kayvanesatyr.SyIvan.COM.
71. Sylvan, K. Communication on June 5, 1993 at 2:11 CDT. Literate Programming Mailing List. e-mail: kayvan@satyr.Sylvan.COM.
72. Texas A\&M University - Undergraduate Catalog, 1993-1994. No. 116.
73. Thimbleby, H. Experiences of 'literate programming' using cweb (a variant of Knuth's HEB). The Computer Journal 29, 3 (June 1986), 201-211.
74. Tucker, A. B., Ed. Computing Curricula 1991 - Report of the ACM/IEE-CS Joint Curriculum Task Force (New York, NY, December 1990), Association for Computing Machinery.
75. Tucker, A. B., and Wegner, P. New directions in the introductory computer science curriculum. In The Papers of the Twenty-Fifth SIGCSE Technical Symposium on Computer Science Education (Mar. 1994), vol. 26, pp. 11-15.
76. van Ammers, E. W. Communication on July 16, 1993 at 7:05 CDT. Literate Programming Mailing List. e-mail: ammersorcl. rau.nl.
77. Wagner, Z. Communication on July 16, 1993 at 3:00 CDT. Literate Programming Mailing List. e-mail: WAGNER\%,CSEARN.BITNETOSHSU.edu.
78. Williams, R. N. Funnelweb User's Manual. anonymous FTP at sirius.itd.adelaide.edu.au, May 1992. V1.0 for FunnelWeb V3.0.
79. Wirth, N. Systematic Programming: An Introduction. Prentice-Hall, Inc., Englewood Cliffs, NJ, 1973.
80. Wittenberg, L. Communication on July 18, 1993 at 13:37 CDT. Literate Programming Mailing List. e-mail: leer@pilot.njin.net.

## APPENDIX A

## COURSE MATERIALS

This appendix consists of materials that were distributed to the participants enrolled in the test study. The first 4 pages are information on how the students were graded and what was expected from each of their lab assignments. The students enrolled in the comparison classes received similar guidelines.

The next 3 pages are samples of the grading sheets for the lab assignments. The tentative class schedule is included and consists of a list of the textbook chapters for which each student was responsible, test dates, and the due dates for lab assignments.

The pre-test which was given to the test study participants appears next, followed by the GNU Emacs Reference Card.

The next document (5 pages) is the WEB User Manual Exerpt which was distributed to the test study participants.

The students' first lab assignment was to type in the quadratic equation problem, which appears next. It is immediately followed by a TANGLEd and a WEAVEd version of the program (10 pages total).

The next three documents are $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ samples which were distributed to the students during the lab period (9 pages total).

The remainder of the appendix consists of all lab assignments (6 pages) and the exams which were given during the course (43 pages).

CPSC 11011
PROGRAMMING I
Mc. Byrum

311 B H. R. Bright
Office Plone: 845-5787

| Prerequisite: <br> Office Ilours:$\quad$lligli School Algebra <br> 4:00-5:00 MTWR <br> Others by appointinent |  |
| :--- | :--- |
| REQUIRED TEXTS: Nance, Douglas W., Pascal: Understanding Programmming and Problem |  |
|  | Solving, Third Edition, West Publishing Company, 1992. |
| OPTIONAL TEXT: | Nance, Douglas W., Student Solutions Manual to Accompany Pascal: Un- <br> derstanding Programming and Problem Solving, Second Alternate Edition, |
|  | West Publishing Company, 1992. |

EXAMINATIONS; ( $60 \%$ of the course grade)

| 3 Class Examinations | $12 \%$ each |
| :--- | :--- |
| Final Examination-Compreliensive | $24 \%$ |

Tentative Exam Schedule:
Exam 1 Friday, September 24
Exan 2 Friday, October 22
Exam 3 Friday, November 19
Final Tuesday, December 14, 10:30 a.m. -12:30 p.m.

NOTE: There are no exemptions for the final examination. Check the final exam time. If the final exam time is a problem, you need to drop this course.

ASSIGNMENTS: (40\% of the course grade)
30\% programming/homework assignments
$10 \%$ class participation/short, unscheduled quizzes

GRADING POLICY: Final grades will be assigned as follows:

| $90-100$ | A |
| :--- | :--- |
| $80-89$ | B |
| $70-79$ | $C$ |
| $60-69$ | D |
| below 60 | $F$ |

## CLASS INFORMATION AND POLICIES

Department of Computer Science, MRDB 311B, 845-5787

| ATTENDANCE: | Attendance will be taken each day in class. Attendance will not be used in <br> calculating your final grade; however, class participation is a portion of your <br> final grade. If you are absent from class please do not come by my office and <br> ask me to repeat the class lecture. There will be no smoking, no chewing of <br> tobacco, no bare feet, and no wearing of hats during class. |
| :--- | :--- |
| EXAMINATION POLICY: |  |$\quad$| All class examinations are considered to be a major part of the course work |
| :--- |
| upon which a large part of the course grade depends. There are NO make- |
| up exans! Class exaninations will be announced at least two classes prior |
| to the examination. If you have a conflict with another university event, you |
| must contact me well in advance of the examination. In case of an extreme |
| emergency, contact me before the scheduled examination. Failure to do so |
| will result in an examination grade of zero. |

## CPSC 110

Fall 1993
Laboratory Information

| Lab Assistant: | Peter Nuernberg |
| :--- | :--- |
| Lab Hours: | TR 2:00-4:50 |
| Office: | HRBB 414B (inside the Hypermedia Research Laboratory) |
| Oftice Hours: | MWF 1:45-2:45 |
| Oftice Phone: | $845-9980$ |

Supplies Needed: at least two $31 / 2$ " iloppy diskettes.

## Laboratory Guidelines:

For each lab, lurn in both a disk with all source files, AND a printout of the WEAVE'd and TEX'd WEB file.

Grade Breakdown:
I. Initial Design - 50 points

The initial design should address, at a minimum, the following points:
A. Problem Statement
B. Inputs Required
C. Outputs Generated
D. Processing Required
E. Algorithm Development
F. Testing

The design will be produced by WEAVE'ing and TEX'ing the WEB source. Turn in only the printout during this phase. Spelling, grammar, style, etc. are important and will be factored into your grade.
II. Final Lab - 100 points
A. Documentation / Design - 50 points

This part of your linal lab is a corrected and updated version of your initial design. It should address the same points as your initial design. Also included in your grade is the degree of correlation between your documentation and your implementation.

There are a tew things l'd like to point out specifically about documentation:

1) You will be implementing some complex concepls in your programming assignments, so i expect your programs to be well-documented. There are two levels of documentation:

- chapter / section level - at this level, you are to give a general description of what the chapter/section is intended to do. Note that the program description is accompanied by your Name, Class, etc. Some modules implement rather complex algorithms, so their descriptions are more detailed than the others. Other modules might make impontant assumptions that should be mentioned.
- code level - at this level, you are to explain what the program is doing at that particular moment. This kind of comment is much more specitic than the chapter/section description. It possible, make sure your comments don't "wander" all over the page.

2) Your should give your identifiers meaninglul names.
3) You should minimize the use of global variables. Any data item used in a module should be passed as a parameter or declared locally.
B. Implementation - 50 points

Implementation generally relers to how well your program solves the given problem. It is assumed that your program runs .- in lact, you automatically lose $50 \%$ if your program doesn't compile! This portion will cover any errors that exist in the compiled program. Failure to follow instructions will be reflected here.

## A tew words on cheating:

Don't do it.
Please read the section entitled Scholastic Dishonesty in the University Regulations If you ate unsure what constitutes cheating. This section also delails the disciplinary action which can be taken in scholastic dishonesty cases. These actions include grade penalty, probation, suspension, dismissal, and/or expulsion.

CPSC 110 - Lab 1 Grade Sheet
Name:

| WEB file: | 145 | .TEX file | 120 |  | DVI file | 110 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | .PAS tile | 115 |  |  |  |

Total: _ 1100
CPSC 110 - Lab 1 Grade Sheet
Name:


Total: $\quad 1100$
CPSC 110 - Lab 1 Grade Sheet
Name:


Total: $\qquad$
CPSC 110 - Lab 1 Grade Sheet
Name: $\qquad$

.WEB file: $\qquad$ | .TEX file $\quad 120$ |
| :--- | :--- |
| .PAS file $\quad$.DVI fite $\quad 115 \quad$.EXE file $\quad 10$ |
| 10 |

Total: $\qquad$ 1100.

CPSC 110 - Lab 1 Grade Sheet
Name: $\qquad$
.WEB file: $\qquad$ 145. .TEX file
.PAS file $\qquad$ .DVI tile $\qquad$
Total: $\qquad$

## CPSC 110 - Initial Design Grade Sheet

Name: $\qquad$
Lab:
Total grade: 150

Problem Statement

Inputs Required

Outputs Generated

Processing Required

Algorithm Development

Testing

Writing Competence

Document Design

Other

CPSC 110-Lab Grade Sheet

| Lab: | Total grade:_ 1100 |
| :---: | :---: |
| Problem Statement | Compilation Errors |
| inputs Required |  |
|  | Run-time Errors |
| Oulputs Generated |  |
| Processing Required | Logical Errors |
| Algorithm Development |  |
| Testing | DocumentProgram Correspondence |
| Writing Competence |  |
|  | Elegance |
| Document Design |  |
| Other | Other |
| Design Grade_ 150 | Implementation Grade: |



| Tentative senedule |  |  |  |
| :---: | :---: | :---: | :---: |
| WEET | Datz | Letune toptefourtin | Lab topicicharter |
| 1 | $9 / 30$ | Cource introduction |  |
|  | 9/2 |  | dos |
|  | 915 | WEB. TNGLE. WENVE |  |
| 2 | 976 | - tose |  |
|  | 978 | Tex. web, wo-mode | Cuce. Weve. Tex. oulpe |
|  | $9 / 9$ | chapter 2., 3. 4 | Thactis. coap 11e. Aseign leb 2 Lab 1 Due |
| 3 | $9 / 13$ | web, Chapter 2. 3 |  |
|  | 9124 |  | cmaces. Tex comunds |
|  | $9 / 15$ $9 / 16$ | WER. Cnapte: 2. 3. 4 |  |
|  | $9 / 17$ | wee. chapter 2, 3. 4 |  |
| 4 | $9 / 20$ | WEB programang |  |
|  | 9/21 | chapler 5 | ne: |
|  | $9 / 23$ |  |  |
|  | 9/24 | Test 1 - Ensptert 1-4. | WEP programing |
| 5 | $9 / 27$ | chapter $\leq$ |  |
|  | 9 | cnapte: $\dagger$ | Lat : Due. Aacigr. Lat ? |
|  | 935 |  |  |
|  | 10/2 | chapte: $\ddagger$ |  |
| 6 | 1014 | Chapter 6 | $1{ }^{\text {b }}$ ) ${ }^{\text {a }}$ |
|  | 12016 | Chapter ? | Lat 3 dosigry Due |
|  | 1017 |  | neturr Lat 3 Desigr: |
| ' |  |  |  |
|  | $10 / 10 / 12$ | Chapter 0, 9 |  |
|  | 10123 | crapter 6. 9 |  |
|  | $10 / 14$ $10 / 25$ | chapter 9 | Lab 3 Due, Ausion Lat 4 |
| 8 |  |  |  |
|  | $10 / 18$ $10 / 19$ | Chapter 9 | Lab 4 Desigr Due |
|  | 20/20 | chapter 10 |  |
|  | $10 / 22$ 1022 | Tee: : - chapters 5-9 | Return Lab decign |
| 9 | $10 / 23$ | chapter 10 |  |
|  | 10127 | Chapte: 11 |  |
|  | 1028 $10 / 29$ | Hat |  |
|  | 10/29 | Chapter ${ }^{11}$ |  |
| 10 |  | chapter 11. 12 |  |
|  | 111/2 | Chaptar 12 | Lab 4 We. AzFign Lat 5 |
|  | 11/4 |  |  |
|  | 21/5 | Cnapter 12 |  |

## PreTest

1. What computer science courses have you taken? Give a description of any courses taken in high school and/or college(s).
2. What computer languages do you know?

* The languages I can program in without a reference manual.
* The languages I can program in with the help of the reference manual.
* I have previously programmed in these languages but would require some review and the use of a manual.

3. What experience do you have with emacs (prior to September 1)?
4. What experience do you have as a professional programmer? Give language and type of work.
5. What experience do you have with literate programming?
$\qquad$

The purpose of this test is a preliminary evaluation of your problem-solving skills. State the steps necessary to solve this problem. Give detailed answers in complete Englisb sentences and paragraplis.

You are the manager of Aggie Lawn Service. Alvin is your new employee. You must explain to Alvin the process of calculating an estimate for a potential customer. (Of course, in the future this may use a hand-held computer.) The guote will include a cost statement and estimated time to complete the job.

This estimate is based upon the area of the lawn and a standard (confidental) charge per square foot. Grass can be cut at the rate of 2 square feet per second. You may assume that a rectangular house is situated in a rectangular yard. Give the details of the process and itemize all assumptions you have made.

| GNU Emacs Reference Card <br> （for warion 18）．eab－rede |  | Motion |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Starting Emacs |  | entity to move over charscter | $\begin{aligned} & \text { backward } \\ & c=-\mathrm{b} \end{aligned}$ | $\begin{aligned} & \text { forward } \\ & c-s \end{aligned}$ |
| To enter Emact，just type ite pame：cencz |  | vord | N－b | $\mathrm{n}-\mathrm{f}$ |
| To raed in a file to edit，ece Files，below． |  | go to line beginaing（or end） | $\mathrm{c}-$ | c－0 |
|  |  | entence | 月－ | n－a |
| Leaving Emacs |  | peragraph | \％－1 | n－3 |
|  |  | page | c－x | c－x $]$ |
| surpend Emaca（the naud way of teaving it） exit Emacr permenently | $\mathrm{cos}_{\text {c－x }}^{\text {c－a }}$ | mexp function | c－n－b $C-N-a$ | C－H－1 |
|  |  | go to bufer beginning（or end） |  |  |
| Files |  | Screen motion： |  |  |
| rand a file into Emma | c－x c－i | ecroll to next mereen |  |  |
| cave a file back to diak | C－a $\mathrm{C}=$ | croll to previous ecreen |  |  |
| incers contente of another file into this bufier | c－x 1 | croull righ |  |  |
| repluce thin file with the file you really mant | c－s c－ |  |  |  |
| write buffer to a specified fis run Dired．the directory editor | $\begin{aligned} & c- \pm c-z \\ & c-x d \end{aligned}$ | Killing and Deleting |  |  |
| Getting Help |  | entity to kill | backward | forv |
|  |  | character（delete．not kill） |  |  |
|  |  | word | M－D． | h－d |
| The Help oymem is simple．Type $\mathrm{C-h}$ and follow the directions． |  | line（toend of） | R－0 c－k | c－k |
| If you are a fint－rime uect．ype $\mathrm{C}-\mathrm{t}$ ₹ for a sutorin．（This card meruset you know the tutorial．） |  | eentener | C－x ${ }^{\text {del }}$ | n－ |
|  |  | nexp | $\mathrm{n}-\mathrm{C}-\mathrm{H}-\mathrm{z}$ | $\mathrm{C}-\mathrm{n}-\mathrm{k}$ |
| pet nid of Help mindow | C－x 1 | kill ragion | c－ |  |
| croll Help window | Esc C－\％ | kill to next ncourrence of cher |  | cher |
| apropos：ahow commands matching a string | c－h | yank back last thing killed | c－y |  |
| ahow the function a key runs deacribe a function | c－ | replace last yank with previous kill | H－3 |  |
| get mode－specific information | C－L | Marking |  |  |
| Error Recovery |  | set mark bere |  | or c－spc |
| abort partially ryped or executing command c－a recover a file ioss by a syatem crah undo an unmanted change rentore a buffer to its origion contents $\mathrm{h}-\mathrm{x}$ redraw garbaged mocreen |  | set mark arj words away | H－ |  |
|  |  | mark paragraph | $\mathrm{n}-\mathrm{B}$ |  |
|  |  | mark page |  | $\rightarrow$ |
|  |  | mark eexp |  |  |
|  |  | mark funetion |  |  |
|  |  | mark entire buffer |  |  |
| Incremental Search |  | Query Replace |  |  |
| eearch forward | c－s |  |  |  |
| eearch buckward <br> regular exprazion acant | $c \rightarrow$ | interactively replace a text string using rekular expreasions |  |  |
| Une $\mathrm{C}=$ or $\mathrm{C}-\mathrm{r}$ again to repeat the rearch in either direction． |  | Valid responses in query－replace mode are |  |  |
|  |  | replace this one，go on to next replace this onc，don＇t move elip to next without replacing replace all remaining matches back up to the previout match exit query－replece enter recuraive edit（ $\mathrm{C}-\mathrm{R}$－e to exil） | SPC |  |
|  |  |  |  |  |  |
|  |  | D⿴囗 |  |  |
|  |  | ！ |  |
|  |  | ${ }_{c-1}^{\text {ESC }}$ |  |

## Multiple Windows

| delete all other windowe <br> delete this window <br> eplit windoer in 2 vertieally <br> eplit wibdow in 2 borizontaly | $\begin{array}{ll} c-x & 1 \\ c-x & 0 \\ c-x & 2 \\ c-x & 5 \end{array}$ |
| :---: | :---: |
| acroll other vindow |  |
| shrink window aborter grow window caller chrink window narrower grow mindow wider |  |
| celect a buffer in other window Find file in other window compose mail in ocher window run Dired in ohber window find tag in other window | $\begin{array}{lll} c-x & 8 \\ c-x & 8 \\ c-x & 1 & 0 \\ c-x & 1 & d \\ c-x & 4 . \end{array}$ |
| Formatting |  |
| indent current line（mode－dependent） indent region（mode－dependent） indent aexp（mode－dependent） indent region rigidy ary column | 14B $\mathrm{C}-\mathrm{n}-1$ C－n－q C－x 7 |
| insert newline atser point move rest of line vertieally down delete blank lines around paint delete all whiteapece anound point put exectly one apace at point | $\begin{aligned} & \mathrm{C}-\mathrm{o} \\ & \mathrm{C}-\mathrm{H}-\mathrm{o} \\ & \mathrm{C}-\mathrm{C} \mathrm{C}-0 \\ & \mathrm{~N}-\mathrm{I} \\ & \mathrm{n}-\mathrm{SPC} \end{aligned}$ |
| fill paragrapb <br> fill region <br> set fill column <br> oet prefix each line atarts witb | $\begin{aligned} & \mathrm{H}-\mathrm{q} \\ & \mathrm{n-g} \\ & \mathrm{c}-\mathrm{x} \\ & \mathrm{c}-\mathrm{z} \end{aligned}$ |
| Case Change |  |
| uppercase word lowercace word capithlise word | $\begin{aligned} & \left.\begin{array}{c} H-3 \\ B-2 \\ M-1 \end{array}\right) \end{aligned}$ |
| uppercase region lowercase repion capitalize region |  |

The Minibuffer
The fellowing keys are defined in the minibuffer complete as rnuch as pomib complete up to one word complete and execule

TAB
SPC
PET or comenend
Type c－x Esc to edit and repeat the lat comanand that ueed the minibufier．Tbe folloring keys are then defined． previous minibufer command next miribufer command $\mathrm{n}-\mathrm{p}$
$\mathrm{n}-\mathrm{z}$

## GNU Emacs Reference Card

 vab-sede verica
## Buffers

| ceiect another bufier linat all buffers kill abufier | $\begin{aligned} & c-x \quad b \\ & c-x c-b \\ & c-z x \end{aligned}$ |
| :---: | :---: |
| Transposing |  |
| trampose charactert | c-8 |
| trampome worda | $\mathrm{n}-\mathrm{z}$ |
| trasapose liser | $\mathrm{C-z} \mathrm{C-8}$ |
| tranapose sexpe | $\mathrm{C}-\mathrm{H}-\mathrm{t}$ |
| Spelling Check |  |
| check upelling of current word | n-8 |
| creck opeling of all mords in refion check spelling of entire bufier | $\mathrm{H}-\mathrm{z}$ apell-ragion H-x spell-batior |
| Regular Expressions |  |
| The followng have ppecial menning inside a refular expreaion |  |
| any aingle character | - (dot) |
| zero or more repeas |  |
| ont or more repeas | * |
| zero or one repeat | , |
| any charscier in wet | $[\ldots\}$ |
| any character not in aet beginaing of line | [ $\quad . .$. |
| end of line | \% |
| quore aspecis character e | 1 l |
| alternative ("or") | I |
| grouping | I(... ${ }^{\text {l }}$ |
| sth group | İ |
| beginaig of bufter | $\because$ |
| end of bufter | " |
| mord break | Is |
| not beginsing or end or word | 18 |
| betinning of word | K |
| end of word | 13 |
| any word-synuax characier | IV |
| apy por-mordenntax cherecter | V |
| character with symax 6 | las |
| charecter with syntax not e | 15 c |
| Registers |  |
| copy region 20 register insert register contents | $c-x:$ |
| arve point in register | c-x 1 |
| move point co anved location | c-z ${ }^{\text {d }}$ |



Keyboard Macros


Command Dealing with Emacs Lisp
Commands Dealing with Emacs Lisp


Simple Customization
Here are sonse examples of binding global keve in Errucs Lisp
Hote that you cannot ay "(k-8"; you must say "रos".
(glober-ant-key "\c-cg" 'goto-line)

An example of acting a variable in Emace Lisp:
(ortq backap-by-copting-wher-liaked t)

## Writing Commands

(dosun (command-name) ((arge))
"(documentation)"
(intornetive "(template)")
(bods))
An example
dofan thit-1the-to-top-of-zcroan (1ino)
-heponition iliae poxite is on to the rop or
the ectacn. Eist AEG, put point on hime akg.
lagative comita yroe botzoe.
(rareractive "pu)
(receator (if (nall 1ino)

$$
(\text { (protix-amorie-Tanse } 2 \text { ine) ) ) }
$$

The argument to dataraetive in a atring apecifying how to get the argumenta when the function is called interactively. Typ c-h $£$ interactive for more information.

 al copies.


This memo describes how to write programs in the WEB language; and it also includes the full WEB documentation for VEIVE and TAIGLE, the programs that read UEB input and produce TEX and Pascal output, respectively. The philosophy behind wEB is that an experienced system programmer, who wants to provide the best possible documentation of his or her software products, needs two thinge simultaneously: a language like TEX for formatting, and a language like Pascal for programming. Neither type of language can provide the best documentation by itself; but when both are appropriately combined, we obtain a system that is much more useful than either language separately.

The structure of a software program may be thought of as a "web" that is made up of many interconnected pieces. To document such a program, we want to explain each individual part of the web and how it relates to its neigbbors. The typographic tools provided by $\mathrm{TEX}_{\mathrm{E}}$ give us an opportunity to explain the local structure of each part by making that atructure visible, and the programming toola provided by Pascal make it possible for us to apecify the algorithms formally and unambiguously. By combining the two, we can develop a style of programming that maximizes our ability to perceive the structure of a complex piece of software, and at the same time the documented programs can be mechanically translated into a working software syatem that matches the documentation.

General rules. A YEB file is a long string of text that has been divided into individual lines. The exact line boundaries are not terribly crucial, and a programmer can pretty much chop up the WEB file in whatever way seems to look best as the file is being edited; but string constants and control texts must end on the same line on which they begin, since this convention belps to keep errors from propagating. The end of a line means the same thing as a blank space.

Two kinds of material go into VEB files: TEX text and Pascal text. A programmer writing in UEB should be thinking both of the documentation and of the Pascal program that he or she is creatingi i.e., the programmer should be instinctively aware of the different actions that weIVB and TAEGLE will perform on the yEB file. TEX text is essentially copied without change by yEaVs, and it is entirely deleted by Talcle, since the TEX text is "pure documentation." Pascal text, on the other hand, is formatted by weave and it is shuffled around by TAIGLE, according to rules that will become clear later. For now the important point to keep in mind is that there are two kinds of text. Writing UEB programs is something like writing TEX documents, but with an additional "Pascal mode" that is added to TEX's horizontal mode, vertical mode, and math mode.

A WBB file is built up from units called modules that are more or less self-contained. Each module bas three parta:

1) A $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ part, containing explanatory material about what is going on in the module.
2) A definition part, containing macro definitions that serve as abbreviations for Pascal constructions that would be less comprebensible if written out in full each time.
3) A Pascal part, containing a piece of the program that tagge will produce. This Pascal code should ideally be about a dozen lines long, so that it is easily comprehensible as a unit and so that its structure is readily perceived.

The three parts of each module must appear in this order; i.e., the TEX commentary must come first, then the definitions, and finally the Pascal code. Any of the parts may be empty.

A module begins with the pair of symbols ' $a_{u}$ ' or ' 0 ', where ' $u$ ' denotes a blank space. A module ends at the beginning of the Dext module (i.e., at the next ' $4 y^{\prime}$ ' or ' $e *$ '), or at the end of the file, whichever comes first. The UEB file may also contain material that is not part of any module at all, namely the text (if any) that occurs before the first midule. Such text is said to be "in limbo"; it is ignored by taycle and copied essentially verbatim by UEIVE, so its function is to provide any additional formatting instructions that may be desired in the TEX output. Indeed, it is customary to begin a web file with $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ code in limbo that loads special fonts, defines special macros, changes the page sizes, and/or produces a title page.

Modules are numbered consecutively, starting with 1 ; these numbers appear at the beginning of each module of the $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ documentation, and they appear as bracketed comments at the beginning of the code generated by that module in the Pascal program.
Fortunately, you never mention these numbers yourself when you are writing in UEB. You just say ' $Q_{\mathrm{u}}$ ' or 'a*' at the beginning of each new module, and the numbers are supplied automatically by VIEME and TAIIGLB. Ao far as you are concerned, a module has a name instead of a number; such a name is apecified by writing ' $\varphi$ ' followed by $\mathrm{TeX}_{\mathrm{E}}$ text followed by ' 0 '. When UEAVE outputs a module name, it replaces the ' $\mathrm{e}<$ ' and 's>' by angle brackets and ingerts the module number in small type. Thus, when you read the output of VEAVE it is easy to locate any module that is referred to in another module.

For expository purposes, a module name should be a good description of the contents of that module, i.e., it should stand for the abstraction represented by the module; then the module can be "plugged into" one or more other modules so that the unimportant details of its inner workings are suppressed. A module name therefore ought to be long enough to convey the necessary meaning.

We have said that a module begins with ' $\omega_{u}$ ' or ' $Q *$ ', but we didn't say how it gets divided up into a TEX part, a definition part, and a Pascal part. The definition part begins with the first appearance of ' $0 \mathrm{C}^{\prime}$ ' or ' 0 ' in the module, and the Pascal part begins with the first appearance of 'op' or ' $0<$ '. The latter option ' $Q<$ ' stands for the beginning of a module name, which is the name of the module itself. An equals sign ( $=$ ) must follow the ' 0 ' at the end of this module name; you are saying, in effect, that the module name stands for the Pascal text that follows, so you say '(module name) = Pascal text'. Alternatively, if the Pascal part begins with 'ep' instead of a module name, the current module is said to be unnamed. Note that module names cannot appear in the definition part of a module, because the first ' $\alpha<$ ' in a module signals the beginning of its Pascal part. Any number of module names might appear in the Pascal part, however, once it has started.

The general idea of TAHGLB is to make a Pascal program out of these modules in the following way: First all the Pascal parts of unnamed modules are copied down, in order; this constitutes the initial approximation $T_{0}$ to the text of the program. (There should be at least one unnamed module, otherwise there will be no program.) Then all module names that appear in the initial text $T_{0}$ are replaced by the Pascal parts of the corresponding modules, and this substitution process continues until no module names remain. Then all defined macros are replaced by their equivalents, according to certain rules that are explained later. The resulting Pascal code is "sanitized" so that it will be acceptable to an average garden-variety Pascal compiler; i.e., lowercase letters are converted to uppercase, long identifiers are chopped, and the lines of the output file are constrained to be at moat 72 characters long. All commento will have been removed from this Pascal program except for the modulenumber comments that point to the source location where each piece of the program text originated in the VEB file.
If the same name has been given to more than one module, the Pascal tert for that name is obtained by putting together all of the Pascal parta in the corresponding modules. This feature is useful, for example, in a module named 'Global variables in the outer block', aince one can then declare global variables in whatever modules those variables are introduced. When several modules have the same name, UEave assigns the first module number as the number corresponding to that name, and it inserts a note at the botlom of that module lelling the reader to 'See also sections so-and-so'; this footnote gives the numbers of all the other modules baving the same name as the present one. The Pascal text corresponding to a module is usually formatted by UEAVE wo that the output has an equivalence sign in place of the equals sign in the VEB file; i.e., the output says '(module name) $\equiv$ Pascal text'. However, in the case of the second and subsequent appearances of a module with the same name, this ' $\equiv$ ' sign is replaced by ' $+\overline{\text { F }}$ ', as an indication that the Pascal text that follows is being appended to the Pascal text of another module.

The general idea of UEAVB in to make a TBX file from the UBB file in the following way: The firat line of the

TEX file will be '\inpat rabmac'; this will cause TEX to read in the macros that define veB'a documentation conventions. The next lines of the file will be copied from whatever $\mathrm{T}_{\mathrm{E}}$ text is in limbo before the first module. Then comes the output for each module in turn, possibly interspersed with end-of-page marks. Finally, veave will generate a cross-reference index that lista each module number in which each Pascal identifier appears, and it will also generate an alphabetized list of the module names, as well as a cable of contents that shows the page and module numbers for each "starred" module.

What is a "starred" module, you ask? A module that begins with 'es' instead of ' $\omega_{u}$ ' is slightly special in that it denotes a new major group of modules. The ' 0 ' should be followed by the title of this group, followed by a period. Such modules will always start on a new page in the $T_{E} X$ output, and the group title will appear as a running headline on all subsequent pages until the next starred module. The title will also appear in the table of contente, and in boldface type at the beginning of its module. Caution: Do not use TEX control sequences in such titles, unless you know that the vebace macros will do the right thing with them. The reason is that these titles are converted to uppercase when they appear as running heads, and they are converted to boldface when they appear at the beginning of their modules, and they are also written out to a table-of-contents file used for temporary atorage while TEX is working; whatever control sequences you use must be meaningful in all three of these modea.

Control codea. We have seen several magic uses of ' $Q$ ' aigns in WEB files, and it is time to male a aystematic study of these apecial features. A UEB control code is a two-character combination of which the first is ' 0 '.

Heic is a complete list of the legal control codes. The letters $L, T, P, M, C$, and/or $S$ following each code indicate whether or not that code is allowable in limbo, in TEX text, in Pascal text, in module names, in comments, and/or in atrings. A bar over such a letter means that the control code terminates the present part of the UEB file; for example, $\bar{L}$ means that this control code ends the limbo material before the first module.
©0 $[C, L, M, P, S, T]$ A double 0 denotes the single character ' C '. This is the only control code that is legal in limbo, in comments, and in strings.
$0_{u}[\bar{L}, \bar{P}, \bar{T}]$ This denotes the beginning of a new (unstarred) module (or section). A tab mark or end-of-line (carriage return) is equivalent to a space when it follows an sign.
e* $[\bar{L}, \bar{P}, \bar{T}]$ This denotes the beginning of a new starred module, i.e., a module that begias a new major group (or chapter). The title of the new group should appear after the eo, followed by a period. As explained above, TEX control sequences should be avoided in such titles unless they are quite simple. When veave and taigle read a e*, they print an asterisk followed by the cursent module number, 20 that the user can see some indication of progress. The very first module should be slarred.
ep $[\vec{P}, \vec{T}]$ The Pascal part of an undamed module begins with op (or ©P). This causes tangle to append the following Pascal code to the initial program text $T_{0}$ as explained above. The veive processor does not cause a 'ep' to appear explicitly in the $T_{E} X$ output, so if you
are creating a UEB file based on a TEX-printed YEB documentation you have to remember to insert ep in the appropriate places of the unnamed modules.
$\bullet<[P, T] \quad$ A module name begins with $\bullet<$ followed by TEX text followed by e>; the TEX text should not contain any UEB control sequences except ©f, unless these control sequences appear in Pascal text that is delimited by I... I. The module name may be abbreviated, after its first appearance in a VEB file, by giving any unique prefix followed by ..., where the three dots immediately precede the closing $0>$. No module name should be - prefix of another. Module names may not appear in Pascal text that is enclosed in I...I, nor may they appear in the definition part of a module (since the appearance of a module name ends the definition part and begins the Pascal part).

- [P,T] The "control text" that follows, up to the next ' $\propto$ ’', will be entered into the index logether with the identifiens of the Pascal program; this text will appear in roman type. For example, to put the phrase "system dependencies" into the index, you can type
'0'ajater dopendeaciene>' in each module that you mant to index as system dependent. A control text, like astring, must end on the same line of the NEB file as it began. Furthermore, no UEB control sequences are allowed in a control text, not even 0e. (If you need an esign you can get around this restriction by typing ' (at!'.)
- $[P, T]$ The "control text" that follows will be entered into the index in typanritar typa; see the rules for ' $\mathbf{\sigma}$ ', which is analogous.
e: $[P, T]$ The "control text" that follows will be entered into the inder in a format controlled by the TEX macro ' 18 ', which the user ahould define as desired; sce the rulea for 'ar', which is analogous.
$0![P, T]$ The module number in an index entry will be underlined if 'ol' immediately precedes the identifier or control text being indexed. This convention is used to distinguish the modules where an identifier is defined, or where it is explained in some apecial way, from the modules where it is used. A reserved word or an identifier of length one will not be indexed except for underlined entries. An 'a!' is implicitly inserted by usavz just after the reserved words function, procedure, program, and var, and just after ad and of. But you should insert your own 'o!' before the definitions of types, constants, varisbles, parameters, and components of records and enumerated types that are not covered by this implicit convention, if you want to improve the quality of the index that you get.
e? $[P, T]$ This cancels an implicit (or explicit) ' $e 1$ ', so that the next index entry will not be underlined.
- $[P]$ This control code inserts a thin space in UEAVE's output; it is ignored by TaygLB. Sometimes you need this extra space if you are using macros in an unusual way, e.8., if two identifiers are adjacent.
- / $[P]$ This control code causes a line break to occur within a Pascal program formatted by VELVE; it is ignored by TAMGLE. Line breaks are chosen automatically by $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ according to a scheme that works $99 \%$ of the time, but sometimes you will prefer to force a line break so that the program is segmented according to logical rather than visual criteria. Caution: ' 1 /' should be used ouly after statements or clauses, not in the middle of an expression; use il in the middle of expressions, in order to keep VELVE's parser happy.
- $1[P]$ This control code specifies an optional line breal in the midet of an expresion. For example, if you have a loas condition between if and then, or a long expression on the rigbl-hand side of an assigament atatement, you can use 'e 1 ' to specify breakpoints more logical than the ones that TEX might choose on visual grounds.
© 4 [ $P$ ] This control code forces a line break, like e/ does, and it also causes a little extra white space to appear between the lines at this break. You might use it, for example, between procedure definitions or between groups of macro definitions that are logically separate but within the same module.
- $[P]$ This control code cancels a line break that might otherwise be inserted by WEAVE, e.g., before the word 'else', if you want to put a short if-then-else construction on a single line. It is ignored by tamgle.
a; [P] Tbis control code is treated like a semicolon, for formatting purposes, except that it is invisible. You can use it, for example, after a module name when the Pascal texi represented by that module name ende with a semicolon.

The last aix control codes (namely ' 0 , ' ' $0 /$ ', ' 01 ', 'es', ' $0 t^{\prime}$ ', and ' 6 ;') have no effect on the Paseal program output by TABCLE; they merely help to improve the readability of the TEX-formatted Pascal that is output by WELVE, in unusual circumstances. VeavE's built-in formatting method is fairly good, but it is incapable of handling all possible cases, because it must deal with fragments of text involving macros and module names; these fragments do not necessarily obey Pascal's ayntax. Although yes allows you to override the automatic formatting, your beat strategy is not to worry about such things until you have seen what uEave produces automatically, aince you will probably need to make only a few corrections when you are touching up your
documentation.
Because of the rules by which every module is broken into three parts, the control codes 'ed', 'Of', and ' 0 ' $p$ ' are not allowed to occur once the Pascal part of a module has begun.

## Additional features and caveats.

1. The character pairs ' $\left(4\right.$ ', ' 4 )', ' $\left({ }^{\prime}\right.$, and '. )' are converted automatically in Pascal text as though they were ' $\bullet\{$ ', ' $\bullet\}$ ', ' $[$ ', and ' $]$ ', respectively, except of course in atrings. Furthermore in certain installations of WEB that have an extended character sel, the characters ' $\neq$ ', ' $\leq$ ', ' $\Omega$ ', ' $r$ ', ' $E$ ', ' $A$ ', ' $v$ ', ' 7 ', and ' $\epsilon$ ' can be used
 abbreviations are not used in the standard versions of UEAVE. YEB and TAIGLE. UEB that are distributed to people who are installing WEB on other computers, and the programs are designed to produce only standard ASCII characters as output if the input consists entirely of ASCII characters.
2. If you have an extended character set, all of the characters listed in Appendix $C$ of The TEXbook can be used in strings. But you should stick to standard ASCII characters if you want to write programs that will be useful to the all the poor souls out there who don't have extended character sets.
3. The TEX file output by vEAVE is broken into lines having at most 80 characters each. The algorithm that does this line breaking is unaware of TEX's convention about comments following '\%' signs on a line. When TEX text is being copied, the existing line breaks are copied as well, so there is no problem with ' $\%$ ' signs unless the original UEB file contains a line more than eighty characters long or a line with Pascal text in I...| that expands to more than eighty characters long. Such lines should not have ' $\%$ ' signs.
4. Pascal text is translated by a "bottom up" procedure that identifies each token as a "part of speech" and combines parts of speech into larger and larger phrases as much as possible according to a special grammar that is explained in the documentation of VEAVE. It is easy to learn the translation scheme for simple constructions like single identifiers and short expressions, just by looking at a few examples of what weave does, but the general mechanism is somewhat complex because it must handle much more than Pascal itself. Furthermore the output contains embedded codes that cause TEX to indent and break lines as necessary, depending on the fonts used and the desired page width. For best results it is wise to adhere to the following restrictions:
a) Comments in Pascal text should appear only after statements or clauses; i.e., after semicolons, after reserved words like then and do, or before reserved words like end and else. Otherwise WELVE's parsing method may well get mixed up.
b) Don't enclose long Pascal texts in $|\ldots$.$| , since the indentation and line breaking codes are omitted$ when the $1 . . . \mid$ text is translated from Pascal to TEX. Stick to simple expressions or statements.
5. Comments and module names are not permitted in $|\ldots|$ text. After a ' $\mid$ ' signals the change from TEX text to Pascal text, the next 'l' that is not part of a string or control text ends the Pascal text.
6. A comment must have properly nested occurrences of left and right braces, otherwise WELVE and TAMGLE will not know where the comment ends. However, the character pairs ' $\backslash$ \{' and ' $\backslash$ ' do not count as left and right braces in comments, and the character pair ' V ' does not count as a delimiter that begins Pascal text. (The actual rule is that a character after ' $V$ ' is ignored; hence in ' $\backslash$ (' the left brace does count.) At present, TAIGLE and UEAVE treat comments in slightly different ways, and it is necessary to satisfy both conventions: taigle ignores ' 1 ' characters entirely, while VEaVE uses them to switch between TEX text and Pascal text. Therefore, a comment that includes a brace in a string in I...|-e.g., '\{ look at this |"\{"|\}'-will be handled correctly by veave, but Tangle will think there is an unmatched left brace. In order to satisfy both processors, one can write '\{ look at this lleftbrace<br>$', after getting up'\dof \leftbraco\{i"\{"\mid\}'. }$
7. Reserved words of Pascal must appear entirely in lowercase letters in the UEB file; ctherwise their special nature will not be recognized by UEaVE. You could, for example, have a macro named END and it would not be confused with Pascal'e end.
```
2%
```



```
\input limbo.sty
\def\title({\tt Quadratic Equation))
& begin Boctom of Contents Page macro
\def\botofcontents(\vskip 0pt plus lfil minus 1.5in\rm
\\bigskip\parskip6pt plus2pt \parindent20pt
% begin abstract
Ivskip0.5in
\noindent (\bf Abstract. }\it
* The abstract is put right here!
The quadratic equation
$$a x^2 + b x + c = 0$$
has two roots (notice the $\pms):
$$ x = ({-b \pm \sqrt(b^2 - 4 a c))\over(2 a))$$
if end abstract
Iveil
    \rightline{based on a program by:}
    \rightline(Bart S. Childs)
    \rightline(subsequently translated into \PASCAL(} by:)
    \rightline{D. Dunn)
    \rightline(\today)& today.tex should be preloaded, input it if not
    \rightline{\miltime)% time.tex should be preloaded, input it if not
i% end of Bottom of Contents Page macro
% This ends the limbo material and begins the WEB
%
e* The quadratic equation. This is one of the great little
steps in learning some of the fine points of mathematics.
The quadratic equation is probably most commonly written as
$$a x^2 + b x + c = 0$$
and is well known to have two roots (notice the s\pms):
$$x = ({-b \pm \sqrt(b^2 - & a c)\\over{2 a))$$
& The quantity $ $b^2 - 4 a c$ is called the discriminant.
If it is negative, then we introduce the unsuspecting student
to the world of (\it imaginary) and (\it complex) numbers.
@^discriminant&>
8* The program for solving the quadratic equation.
This is a rather straight forward program.
ep
    program muadratic;
        Q<Type declarationse>
        @<Variable declarations@>
    begin
        0<Input parameterse>
        Q<Calculate discriminant and solutionsQ>
        e<Output the solutionse>
end.
```

\& Since we are notentiallv handing nomblex numbers, we should declare

```
an appropriate type.
e<Type declarationse>=
        type
            complex = record
            real_part: real;
            imaginary_part: real;
        end; (record)
e The three obvious variables will now be declared. We will use the
simple declaration of |real| because it is logical.
8<Variable declarationse>=
    var
        a, b, c : real;
e The input of the three parameters is easily done using the
\PASCAL() Ireadln| statement. However, good programming
practice should require that a prompt be issued first.
e<Input parameterse>=
    writeln('Enter the values of a, b, and c.');
    readln(a, b, c);
0 The calculation is small, but worthwhile.
This is a paper for pedagogical reasons and so
we will be a little more detailed.
e<Calculate discriminant and solutionse>=
    discriminant := b*b - 4.0*a*c;
    real_part := -b/(2.0*a);
    maybe_part := sqrt(abs(discriminant))/(2.0*a);
e It is rather obvious that we need to declare these variables.
The additional two variables representing the two parts of the
solution are given somewhat descriptive names.
e<Variable declarations@>=
    discriminant, real_part, maybe_part : real;
& We will write assign the solutions to two variables.
The discriminant must be checked for sign in order to correctly
assign the solutions.
Q<Calculate discriminant and solutions0>=
    if (discriminant > 0.0) then begin
        xl.real_part := real_part + maybe_part;
        xl.imaginary_part := 0.0;
        x2.real_part := real_part - maybe_part;
        x2.imaginary_part := 0.0;
    end {if}
    else begin
        xl.real_part := real_part;
        xl.imaginary_part := maybe_part;
        *2.real_part := real_part;
        x2.imaginary_part := -maybe_part;
    end; {else)
0 Once again, we need to declare these variables.
e<Variable declarations@>=
    x1, x2: complex;
& We write the solutions, making sure to include the imaginary part
only if it is non-zero.
```

```
@<Output the solutionse>=
    writeln ('The solutions are:');
    write (' xl = ', xl.real_part:5:2);
    if (x1.imaginary_part <> 0.0) then
        write (' + ', xl.imaginary_part:5:2, 'i');
    writeln;
    write (' x2 = ', x2.real_part:5:2);
    if (x2.imaginary_part <> 0.0) then
        write (' + ', x2.imaginary_part:5:2. 'i');
    writeln;
e* Index.
```

[^1]
## Quadratic Equation

## November 7, 1994

|  | Section | Page |
| :---: | :---: | :---: |
| The quadratic equation | 1 | 1 |
| The jrogrant for solving the quadratic equation | 3 | 2 |
| Index | . . 12 | 4 |

## Alistract. The quadratic equalion

$$
a x^{2}+b x+c=0
$$

has two roots (notice the $\pm$ ):

$$
x=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a}
$$

based on a program by:
Barl S. Childs
subsequently translated into l'aseal by:
D. Dunn

Novenber 7, 1994
10:21

## §1 Quadratic Equation <br> THE QUADRATIC EQUATION

1. The quadratic equation. This is one of the great little steps in learning some of the fine points of mathernatics. The quadratic equation is probably most commonly written as

$$
a x^{2}+b x+c=0
$$

and is well known to have two roots (notice the $\pm$ ):

$$
x=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a}
$$

2. The quantity $b^{2}-4 a c$ is called the discriminant. If it is negative, then we introduce the unsuspecting student to the world of imaginary and complex numbers.

2 THE PROGRAM FOR SOLVING THE QUADRATIC EQUATION
Quadratic Equation \$3
3. The program for solving the quadratic equation. This is a rather straightforward program. program quadratic; (Type declarations 4)(Variable declarations 5)
begin (Input parameters 6) (Calculate discriminant and solutions 7) (Output the solutions 11) end.
4. Since we are potentially handling complex numbers, we should declare an appropriate type.
(Type declarations 4〉 $\equiv$
type complex $=$ record realpart: real;
imaginary-part: real;
end; \{record\}
This code is used in section 3.
5. The three obvious variables will now be declared. We will use the simple declaration of real because it is logical.
(Variable declarations s) $\equiv$
var $a, b, c$ : real;
See alwo sections 8 and 10.
This code is used in section 3.
6. The input of the three parameters is easily done using the Pascal readin statement. However, good programming practice should require that a prompt be issued first.
(Input parameters 6 ) $\equiv$

This code is used in section 3.
7. The calculation is small, but worthwhile. This is a paper for pedagogical reasons and so we will be a little more detailed.
(Calculate discriminant and solutions 7) $\equiv$
discriminant $-b * b-4.0 * a * c$; real_part $\leftarrow-b /(2.0 * a)$;
maybe_part $\leftarrow \operatorname{sqrt}(\operatorname{abs}($ discriminant $)) /(2.0 * a)$;
See also rection 9.
This code in uned in section 3.
8. It is rather obvious that we need to declare these variables. The additional two variables representing the two parts of the solution are given somewhat descriptive names.
(Variable declarations 5) $+\equiv$
discriminant, realpart, maybe_part: real;
9. We will write assign the solutions to two variables. The discriminant must be checked for sign in order to correctly assign the solutions.

```
〈Calculate discriminant and solutions 7) \(+\equiv\)
    if (discriminant \(>0.0\) ) then
        begin \(x 1\).real_part \(\leftarrow\) real_part + maybe_part; \(x 1\).imaginary_part \(\leftarrow 0.0\);
        x2.real_part - real_part - maybe_part; x2.imaginary-part \(\leftarrow 0.0\);
        end \{if\}
    else begin \(x 1\).real_part \(\leftarrow\) real_part; xl .imaginary_part \(\leftarrow\) maybe_part; x2.real_part \(\leftarrow\) real_part;
        x2.imaginary-part - -maybe_part;
        end; \{else\}
```

10. Once again, we need to declare these variablea.
(Variable declarations 5) $+\equiv$
x1, x2: complex;
11. We write the solutions, making sure to include the imaginary part only if it is non-zero.
(Output the solutions 11) $\equiv$



 writeln;
This code is ued in rection 3.
12. Index.
a: 5.
abs: 7.
compler: 4, 10.
diacriminant: 2.
discriminant: $7,8,9$.
imaginary-part: 4, 9, 11.
nuabbe_part: 7, 8, 9.
quadratic: 3 .
readln: 6.
real: $4,5,8$.
realpart: $4,7,8,9,11$.
sqrt: 7.
write: 11.
writeln: 6, 11 .
s1: 9, 10, 11 .
22: 9, 10, 11.

〈Calculate discriminant and solutions 7，9〉 Used in section 3. （Input parameters 6）Used in section 3. （Output the solutions 11）Used in section 3.
〈Type declarations 4）Used in eection 3.
〈Varisble declarations $5,8,10$ 〉 Used in section 3.

```
%%
    WEB SYSTEM : fweb
    PROGRAM : cOOlstuff.web
    AUTHOR : Peter Nuernberg [pnuerneephoton]
CREATION DATE : Tue Oct 26 09:02:20 1993
8%
8
    LIMBO MATERIAL Last edited by Bart Childs on May 22, }1992
\input limbo.sty
\def\ItemLevelone( \parindent=20pt
\par \hangindent \parindent Itextindent}
\def\ItemLevelTwol \parindent=20pt
\def\ItemLevelTwo\\par:ndent=20pt \hangindent2\parindent \textindent)
\def\ItemLevelThree(\parindent=20pt
\par\indent\indent \hangindent 3\parindent \textindent)
\def\rtemLevelFour\\parindent=20pt
\par\indent \indent \indent \hangindent4\parindent \textindent)
\def\title((\tt CoolStuff))
% web-mode edits the previous line when creating a new web.
* Make the previous a comment and edit the next if you don't use web-mode.
|def\title((\tt ?? I need a Title ??))
* begin Bottom of Contents Page macro
ideflbotofcontents(\vskip Opt plus 1fil minus 1.5in
\bigskip\parskip6pt plus2pt \parindent20pt
% begin abstract
Ivskip0.5in
\noindent(\bf Abstract. )\it
% The abstract is put right here!
1% end abstract
# BC often purs this in as a comment about pre-release versions ...
&\vskip0.5in
|\vfililit comments on anything else ????
8
&)% end of comments on anything else
lvfil
    Irightline{Pete)
    \rightline{\today
    \rightline\\miltime )
18
end of Bottom of Contents Page macro
% This ends the limbo material and begins the WEB
8
& In fweb's you want an AT-c. AT-C++, AT-n, AT-n9, or AT-Lx ar this point
% and be sure to replace 'AT-' with the obvious character!!!!!
e* Test new macros.
\ItemLevelOne{1.)
Havelock's portrait of Plato's attack upon the poets and Socrates'
tone of voice in carrying on the discussion both lead us to surmise
that he expected the popular reaction to his attack to be hostile.
\ItemLevelOne{2.)
As Havelock writes, ''He thus exhorts us to fight the good fight
against the powers of darkness.".
\ItemLevelTwo(2.1)
There are indeed, indications that the rhapsodes and poets were highly popular, as we shall see in chapter three.
IItemLevelThree(2.1.1)
The paradox of this popularity is that Plato's attack
upon the written word, on the other hand, was also a reflection of ponular feeling about the new technoloav.
```


## \ItemLevelFour\{2.1.1.1)

First, we find chat Aristotle and others apparently accept Plato's understanding of the written word as removed from knowledge.

IItemLevelTwo(2.2)
of particular importance in our study is the special
relationship between the maker and his work of art as Aristotle concieves it.
e" Index.

```
8%
    WEB SYSTEM : fweb
    PROGRAM : sample.web
    AUTHOR : Peter Nuernberg [pnuern@@photon]
CREATION DATE : Wed Sep 15 07:45:55 1993
8%
```

```
8
    LIMBO MATERIAL Last edited by Bart Childs on May 22. 1992.
```

    LIMBO MATERIAL Last edited by Bart Childs on May 22. 1992.
    ```


```

%

```
%
% The following code will be added automatically to your "limbo
% The following code will be added automatically to your "limbo
* material" starting tomorrow. For now, if you want to produce a list
* material" starting tomorrow. For now, if you want to produce a list
* of consecutively numbered items like the ones that appear in
* of consecutively numbered items like the ones that appear in
& sections 4 and 6 of this file, type in the following lines:
& sections 4 and 6 of this file, type in the following lines:
8
8
Inewcount\ItemCount
```

Inewcount\ItemCount

```
```

\def\BeginItems(
\bgroup\global\ItemCount=0
\parindent35pt \parskiplpt pluslpt
\ifvmode lelse\par \fi
}% end definition of BeginItems

```
\def \(\backslash\) EndItems \(\{\)
lifvmode lelselpar \fi legroup
)\% end definition of EndItems
Idef Inumitem \(^{\text {( }}\)
Iglobal \advance \ItemCount by 1
litem\{the\ItemCount . )\}
8
OK. Everything else is back to normal. If you don't want to have
8 lists, just blow off the above section.
8

\input limbo.sty
\def \title( (itt Sample Web))
\% begin Bottom of Contents Page macro
Idef \(\backslash\) botofcontentsilvskip Opt plus 1 fil minus 1.5 in
(\bigskip\parskip6pt plus2pt \parindent20pt
\% begin abstract
lvskip0.5in
\noindent (\bf Abstract. ) \it
This program uses the formula:
\(\$ \$ \backslash\) Biggl \(\{\text { enspace } \backslash \text { sum_(temp }=2\}^{\wedge}(z-1)\) (lenspace ( \(z\) (bmod temp) =
\(0 \backslash e n s p a c e]=0 \backslash e n s p a c e \backslash B i g g r \mid \$ \$\)
to generate prime numbers.
The notation \(\$\) (expris is taken from (\bf Concrete Mathematics) by
Graham, Knuth, and Patashnik.
The convention therein established is that \(\$(\) expr) \(=1 \$\) if \(\$\) expr \(\$\) is a
true statement.
Otherwise, \(\$\{\operatorname{expr}\}=0 \$\).
18 end abstract
Ivfil
    Vrightline(Peter J. Nuernberg)
    Irightlinel itoday \(\quad\) is today, tex should be preloaded, input it if not
    lrightlinel \(\mathrm{Imilt}^{\mathrm{m}} \mathrm{i}\) time.tex should be preloaded, input it if not
```

1% end of Bottom of Contents Page macro
e*Program Design.
Q Problem Description.
This program will, given a positive integer, output the five smallest
prime numbers which are greater than or equal to the given integer.
e^prime numbere>
e Program Inputs.
This program only requires l input - a positive integer.
Call this integer $x$.
The only condition on $x$ is that $x > 0$.
e Algorithm.
The basic algorithm has the following steps.
\BeginItems
\numItem()
Get $x$ from the user.
\numitem()
If $x lle 0$, print an error message and exit.
\numItem()
Set $y = x$.
\numitem{)
Set $iteration = 1$.
\numItem(}
Find $p$. the smallest prime number greater than or equal to $y$.
\numItem()
Output $p$.
\numItem(}
Increment $iteration$.
\numitem()
If $iteration > 5$, quit.
\numItem()
Set $y = p + 1$.
\numItem()
Goto step 5.
\EndItems
E Program Outputs.
This program generates 1 output - a prime number.
However, it generates this output 5 times (see above algorithm.)
e^prime numbere>
e Calculations.
Given some number, say $2$, the following can be used to determine if
$z$ is prime:

\$\$\Biggl[\enspace\sum_(temp=2)^(z-1)[\enspace(z \bmod temp) =

0\enspace] = 0\enspace\Biggr]\$\$
lindent\quad This can be done by using the following steps:
\BeginItems
\numItem(}
If \$z<2S, quit and report that $z$ is not prime.
\numItem()
Set $temp = 2$.
\numItem()
If $temp \ge z$, quit and report that $z$ is prime.
InumItem(\
``` ```
If $z \bmod temp = 0$, quit and report that $z$ is not prime.
\numitem()
Increment $temp$.
InumItem()
Goto step 3.
\EndItems
e^prime numberes
e.mode>
\& Testing.
There is only one input to this program, so the testing is
straight forward.
The first set of cases will involve '"normal"' input.
The first normal case will test-if the input $1$ will produce expected
output of $3$, $5$, $7$, $11$, and $13$.
The second normal case will test if the input $10$ will produce the
expected output of $11$, $13$, $17$, $19$, and $23$.
The' second set of cases will involve ''exceptional'' input.
The first exceptional case will test if the input $-1$ will produce
the expected error message.
The second exceptional case will test if the input "'A"' will produce
a run cime error. It is expected that the program will (\bf not} be
able to handle non-numeric input.
Nit These exceptional cases point out that the user must be informed that
non-positive integer input will cause an error message to be printed
and non-numeric input will cause a run-time error.)
e^errore>
8* Index.
```

## Sample Hob

November 7, 1994
Progranı DesignPage1
lndex ..... 82

Abstract. This prograin uses the formula:

$$
\left[\sum_{t \in m p=2}^{s-1}\{(2 \bmod \operatorname{semp})=0]=0\right]
$$

to generate prime numbers. The notation [expr] is taken from Concrete Mathematics by Graham, Kinuth, and Patashnik. The convention therein established is that [expr] $=1$ if expr is a true statement. Otherwise, $[$ expr $]=0$.

Peter J. Nuernberg November 7, 1994 16:35

1. Program Design.
2. Problem Description. This program will, given a pooitive integer, output the five smallest prime numbers which are greater than or equal to the given integer.
3. Program Inputs. This program only requires I input - a positive integer. Call this integer $x$. The only condition on $x$ is that $x>0$.
4. Algorithm. The basic algorithm has the following ateps.
5. Get $x$ from the user.
6. If $x \leq 0$, print an error mesaage and exit.
7. Set $y=x$.
8. Set iteration $=1$.
9. Find $p$, the smallest prime number greater than or equal to $y$.
10. Outpul $p$.
11. Increment iteration.
12. If iteration $>5$, quit.
g. Set $y=p+1$.
13. Goto step 5 .
14. Program Outputs. Thia program generates 1 output - a prime number. Ilowever, it generates this output 5 times (see above algorithm.)
15. Calculations. Given some number, say $\mathbf{x}$, the following can be used to determine if z is prime:

$$
\left[\sum_{s \in m p=2}^{t-1}[(z \bmod \text { lemp })=0]=0\right]
$$

This can be done by using the following steps:

1. If $z<2$, quit and report that $z$ is not prime.
2. Set temp $=2$.
3. If terip $\geq z$, quit and report that $z$ is prime.
4. If $: \bmod$ temp $=0$, quit and report that $z$ is not prime.
5. Increment temp.
6. Goto step 3.
7. Testing. There is only one input to this programt, so the testing is straightforward. The first set of cases will involve "normal" input. The firat normal case will test if the input 1 will produce expected output of 3 , $5,7,11$, and 13. The second normal case will test if the input 10 will produce the expected output of 11,13 , 17, 19, and 23. The second sel of cases will involve "exceptional" input. The first exceptional case will test if the input -1 will produce the expected error message. The second exceptional case will test if the input " $A$ " will produce a run time error. It is expected that the program will not be able to handle non-numeric input. These exceplional cases point oul that the user masl be informed that non-positive integer input will cause an error message to be printed and non-numeric input will cause a run-time error.
8. Index.

## error: 7.

aod: 6.
prime number: 2, 5, 6 .

```
$$ amt = \cases {
1000.00 $ if $ GallonsUsed \leq 4000000;\cr
2000.00 $ if $4000000 \leq GallonsUsed \leq 10000000.\cr
}
\settabs 6 \columns
\+& \hfill Acct \# & \hfill Code & Vhfill Gallons & \hfill Amount Due & \ar
\ +& Vhfill 1234& \hfill H& \hfill 200.00& \hfill 5.10& lar
\+& \hfill 1234 & \hfill H & \hfill 50.00 & \hfill 5.10 & \ar
I+ & \hfill 1234 & \hfill H & \hfill 1200.00 & \hfill 5.10 & lor
\bye
```


## CPSC 110H <br> Fall 1993

Design: Due Thursday, 9/16
Program: Due Tuesday, 9/28
PROBLEM:
The manager of the Croswell Carpet Store has asked you to write a program to print customers' bills. The manager has given you the following information:
a. The store expresses the length and width of a room in terms of feet and tenths of a foot. For example, the lengrh might be reported as 16.7 feet.
b. The amount of carpet purchased is expressed as square yards.
c. The store does not sell a fraction of a square yard.
d. The cost for carpet is expressed as the cost per square yard.
e. All customers are sold a carpet pad at $\$ 2.25$ per square yard.
f. Sales tax equal to 4 percent is applied to the cost of the carpet and the carpet pad.
g. The labor cost is $\$ 2.40$ per square yard.
h. Large volume customers may be given a discount. The discount may apply only to the carpet cost (before sales tax), only to the pad cost (before sales tax), only to the labor cost, or to any combination of the three charges.
i. Each customer is identified by a five-digit number and that number should appear on the bill.

The sample output follows:
Croswell Carpet Store
Invoice

| Cust omer number: | 26817 |
| ---: | ---: | ---: |
| Carpet : | 574.20 |
| pad : | 81.00 |
| Labor : | 86.40 |
| Subtotal : | 741.60 |
| Less discount : | 65.52 |
| Subtotal : | 676.08 |
| Plus tax : | 23.59 |
| Total : | 699.67 |

Write the program and test it for the following three customers.
a. Mr. Wilson (customer 81429) ordered carpet for his family room, which measures 25 feet long and 18 feet wide. The carpet sells for $\$ 12.95$ per square yard and the manager agreed to give him a discount of 8 percent on the carpet and 6 percent on the labor.
b. Mr. and Mrs. Adams (customer 04246 ) ordered carpet for their bedroom, which measures 16.5 feet by 15.4 feet. The carpet sells for $\$ 18.90$ per square yard and the manager granted a discount of 12 percent of everything.
c. Ms. Logan (customer 39050 ) ordered carpet that cost $\$ 8.95$ per square yard for her daughter's bedroom. The room measures 13.1 by 12.5 feet. No discounts were given.

```
            Lab 3 - College Station Utilities Billing
                CPSC 110
                Fal1 }199
Design: Due Tuesday, 10/5
Program: Due Tuesday, 10/12 - additional }5\mathrm{ points
        Due Thursday, 10/14
Note: Extra points for turning an assignment in early will be given
    ONLY if the ENTIRE program works correctly!!
PROBLEM:
```

You've been hired by College station Utilities to develop a program they can use to calculate and print bills for water utilities.

ANALYSIS:
The water rates vary depending on whether the bill is for home use, commercial use, or industrial use. A code of $H$ means home use, $C$ means commercial use, and I means industrial use. Any other code should be treated as an error.

For each customer, read the following information from an input file:

| Account Number (4-digit integer): |  |
| :--- | :--- |
| Columns (character) | column 6 |
| Gallons of water (real) | : columns 8-? |

For chis particular program, you know that the file will contain 15 customers. Therefore, a FOR IOOD may be used. The water rates are computed as follows:

Code H: $\quad \$ 5.00$ plus $\$ 0.0005$ per gallon used
Code C: $\$ 1,000.00$ for the first 4 million gallons used and $\$ 0.00025$ for each additional gallon
Code I: $\$ 1,000.00$ if usage does not exceed 4 million gallons; $\$ 2,000.00$ if usage is more than 4 million gallons but does not exceed 10 million gallons; and $\$ 3,000.00$ if usage exceeds 10 million gallons

You should produce a report that looks like the following:

```
College Station Utilities - Billing
```

| Account <br> Number | Code | Gallons <br> Used | Amount <br> Due |
| :--- | :---: | ---: | :---: |
| 1234 | H | 200.0 | 5.10 |
| 5678 | C | $3,000,000.0$ | 1000.00 |
| 9012 | C | $4,500.000 .0$ | 1125.00 |
| 3847 | I | $3,500.000 .0$ | 1000.00 |
| 9832 | I | $5,000,000.0$ | 2000.00 |
| 3892 | I | $12,000,000.0$ | 3000.00 |

BILLING REQUIREMENTS:

1. If a code is in error, a message should be displayed and the amount due set to $\$ 0.00$. However, you should still print the input information (in the output procedure).
2. Use a CASE statement for distinguishing the code.
3. Use IF-THEN-ELSE to calculate the amount due based on usage.

Lab 4 - Caswell Catering and Convention Service CPSC 110

Design: Due Thursday, 10/21
Mr. Caswell has agreed to meet with each of the lab sections on Tuesday, $10 / 19$ to answer any questions you might have. please come to class prepared to obtain any necessary information.

Program: Due Thursday, 10/28-additional 5 points Due Tuesday, 11/2

Note: Extra points for turning an assignment in early will be given ONLY if the ENTIRE program works correctly!!

PROBLEM:
You've been hired by The Caswell Catering and Convention Service to develop a program they can use to calculate and print customer bills.

## ANALYSIS:

The catering rates vary depending on number/type of meals, type of banquet hall used (if any), day on which catering is done, and discount (if any).
a. The adults may be served Deluxe or Standard meals, dessert included.
b. Children's meals are priced as a fixed percent of adult meals.
c. Everyone within a given party must be served the same meal type.
d. There are five banquet halls. The Caswells are considering increasing the room fees in about six months and this should be taken into account.
e. A surcharge is added to the total bill for catering done on certain days.
f. All customers will be charged the same rate for tip and tax.
g. To induce customers to pay promptly, a discount is offered if payment is made within ten days. This discount depends on the amount of the total bill.
h. Bills are printed by party's last name.
i. You should produce a report that itemizes the appropriate information.

BILLING REQUIREMENTS:

1. The customer information will be read from a file.
2. Use a separate procedure for each of the following:
a. compute meal cost;
b. compute room rate;
c. compute surcharge;
d. compute discount;
e. print a statement.
3. Use functions to compute the tax and tip.
4. You must pass parameters for this program. No procedure may access a global variable.

Lab 5 - The College Station Corner Grocery
CPSC 110
Fall 1993
Design: Due Tuesday, 11/9
Program: Due Friday, 11/19-additional 5 points
Due Tuesday. 11/23
Note: Extra points for turning an assignment in early will be given ONLX if the ENTIRE program works correctly!!

PROBLEM:
Many supermarkets use computer equipment that allows the checkout clerk to drag an item across a sensor that reads the bar code on the product container. After the computer reads the bar code, the store inventory data base is examined, the item's price and product description are located, inventory is adjusted, and a receipt is printed. Your task is to write a program that simulates this process.

ANALYSIS:
Your program will need to read (and print) the starting inventory information from the data file on disk (GROCl. DAT) into an array of records. The data in the inventory file is written one item per line, beginning with a 2 -digit product code, followed by a 30 -character product description, its price, and the quantity of that item in stock. Your program will need to copy (and print) the revised version of the inventory to a new data file (GROC.OUT) after all purchases are processed.

Processing customers' orders involves reading a series of product codes representing each person's purchases from a second data file (GROC2.DAT). A zero product code is used to mark the end of each customer order. For each product purchased, the product price and description are printed on the receipt. At the bottom of the receipt, you are to print the total for the goods purchased by the customer.

## REQUIREMENTS:

1. The inventory and customer information will be read from a file. The revised inventory must be written to a file.
2. You must pass parameters for chis program. No procedure may access a global variable.
[^2]Name $\qquad$
Indicate whether the following statements are True or False (2 points each).

1. The control unit is a part of the main $I / O$ device.
__ 2. Because of the difficulty of producing programs as compared with producing equipment, programs are called the hardware and equipment is called the software.
2. After a Pascal program is compiled successfully, the source code can be executed directly.
3. Files can contain either the data for a program, or the program statements themselves.
4. A syntax error in a program is an error that causes the program to produce incorrect output.
5. A Pascal standard identifier (such as Real and WriteLn) has a special meaning and should not be redefined.
6. Constants are used to hold numeric values that may or may not change during program execution.

Multiple Choice (2 points each):
$\qquad$ 8. Which of the following is NOT a high-level computer language?
A) assembler
D) Pascal
B) COBOL
C) BASIC
9. Writing a string literal with a format specification causes the string to be
A) left-justified in the field, and truncated on the right if the field is too small.
B) right-justified in the field, and truncated on the left if the field is too small.
C) left-justified in the field, and truncated on the left if the field is too small.
D) right-justified in the field, and truncated on the right if the field is too small.
E) right-justified in the field, and the field is enlarged if it is too small.
$\qquad$ 10. The value of 3 * $4 \operatorname{div}(10 \bmod 4)-18$ is
A) undefined
D) -6
B) -12
C) -14
E) all of the above are high-level languages
11. (5 points) A WEB file is built from units called sections. Each section can have a definition part. Name (or describe) the other two parts that may be contained in a section.
a.
b. $\qquad$
12. (15 points) Give the GNU emacs key sequence necessary to accomplish each of the following strokes (i.e., don't give the PC compatible keystrokes):
a. Move to the end of the current line
b. Delete a character forward (under cursor)
c. Save a file on disk (without leaving emacs)
d. Scroll to previous screen
e. Go to the end of your buffer (or file)
13. (10 points) Given a WEB file named PAINT. WEB, list and describe the steps necessary to be able to execute the Pascal program PAINT.PAS (i.e., include a narrative which explains the purpose of each stepl.
14. ( 5 points) Distinguish between the WEB control codes $e$ * and e (space). Explain the purpose of each code. Why would you use one or the other?
15. (10 points) What is the output from this program? Put your answers on the lines below with one character on each dash, being sure to include any spaces that would appear in the output.
input:
15513.68 UWYZ 123 ABC $-9 \mathrm{XXX} 12$

## program Fun:

var
A : integer; $B$ : real; $C$ : char;
begin
Read ( $A, B, C, C, C$ );
ReadLn ( $\mathrm{C}, \mathrm{B}$ ):
ReadLn (A):
$\mathrm{B}:=\mathrm{B}+(\operatorname{Abs}(\operatorname{Sqr}(\mathrm{A}))$;
$\mathrm{A}:=25 \operatorname{div} 3 \bmod 2+3 \bmod 2 ;$
C : = Pred(Pred(C)):
Write ('The value of $A$ is ', $A: 51$ :
Writeln ('and B is ', B:5:2);
WriteLn ('The value of $C$ is ', $C$ );
Write ('A + B is ' $A+B: 5: 2)$
Write ('and $A$ * $B$ is', A*B:5:2)
end.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
16. (20 points) Use your problem-solving skills to state the steps necessary to solve this problem. Your answer should be in paragraph form. No Pascal code!

Ima Aggy is quite a traveller and likes to keep track of statistics regarding her trips. She has hired you to write a program to compute her average speed, miles per gallon, and the average cost per mile for a given trip. You may assume Ima can give you the necessary information to make the calculation. You may also assume Ima fills her car immediately before and after a trip. (Note: the average speed will be low because it can include rests. 1
17. (15 points) Write the PASCAL code to solve the problem described in question \#16. NOTE: For test taking purposes, it is not necessary to document your programs.

## CPSC 110

Exam 2
October 22, 1993
Name
(2 pts each) Indicate whether the following statements are True or False.
_1. In counter-controlled loops, the loop-control variable must be initialized to zero before the loop begins to execute.
2. The simplest way to avoid side effects is to use all variables globally, since when all the declarations are centrally located. it is easier to see where individual variables are modified.
3. A variable defined in a block can always be referenced in its block and any nested within its block.
_ 4. The sentinel value is always the last value added to a sum being accumulated in a sentinel-controlled loop.
_ 5. When a program starts, but before any Read statements are executed, EOLN could be true.
6. A variable name defined in a block is hidden from being referenced outside the block in which it is defined.

- 7. Give the value of the Boolean expression, assuming that $A=$ True. $B=$ False, and C False
$C$ or ( $A$ and ( $B$ or not $C$ ))
(2 pts each) Multiple Choice - select the BEST answer.
- 8. Assuming that $X$ is 15 and $Y$ is 25, the value of the expression $X=(Y+X-Y)$ is
A. 15
D. False
B. 25
C. True in front of the equal sign is missing.
_- 9. If a variable declared locally in a procedure has that same name as a global variable, then the compiler will
A. issue an error message indicating that a duplicate identifier has been declared.
B. issue an error message indicating that the name has multiple meanings.
C. interpret occurrences of the name in the procedure as referencing the locally declared variable.
D. interpret occurrences of the name in the procedure as referencing the program variable.
$E$. none of the above.
$\qquad$ 10. Consider the following program:

```
program What:
var
    R, X, Y. 2, W : Char;
begin
    ReadLun(X, Y, Z, W):
    if \(X<Y\) then \(R:=X\)
    else R := Y ;
    if \(R>2\) then \(R:=2\);
    if \(R>W\) then \(R:=W\);
    WriteLn(R)
end.
```

What is the program output if the user types runt followed by RETURN when the program is run?
A. $r$
D. $t$
B. $u$
E. none of the above
C. $n$
_11. What does this program segment do?

```
\(\mathrm{X}:=(\mathrm{N} \bmod 2)=0 ;\)
\(\mathrm{S}:=0\);
for \(i:=N\) downto 1 do
    begin
            if \(X\) then \(S:=S+i ;\)
            \(X:=\) not \(X\)
        end;
```

A. Add all numbers from 1 to $N$.
B. Add all the numbers from 1 to $\mathrm{N}-1$.
C. Add the even numbers from 1 to N .
D. Add the odd : bers from 1 to N.
$E$. None of the above.

Consider the following program segment. Assume that all variables are of type integer.

```
c : = 0; p:=0; n := \(0 ; \mathrm{s}:=0\);
ReadLn ( \(x\) );
while \(x<>s\) do
    begin
        if \(x>0\) then \(p:=p+1\)
            else \(n:=n+1\);
            t \(:=\mathrm{t}+\mathrm{l}\);
            Readin ( \(x\) )
        end;
```

    _ 12. The final contents of variable \(t\) can best be described as the
    A. count of the number of data items read.
B. count of the number of positive data items read.
C. count of the number of negative data items read.
D. sum of all negative data items read.
E. sum of all data items read.

```
For the next 3 questions, consider the following program skeleton:
program Main;
var
    X, Y, Z : Integer
procedure Procl (X1. Y1 : Integer);
var
    z1 : Integer:
procedure Proc2 (Y2 : integer);
var
    Z2 : Integer;
begin ... end,
begin ... end;
procedure Proc3 (X3 : Integer);
var
23 : Integer;
begin ... end;
begin ... end.
```

$\qquad$ 13. Proc2 could be called in Procl with the parameter Y1.
_ 14. 23 can be accessed by all parts of the program.
_15. Procl could be called in Proc3 with the parameters $X$ and $Y$.

Short answer:
16. (15 points) Write a function that computes the amount of money you owe for a specified number of parking tickets received at a university. Assume the charge per ticket is $\$ 15$ for up to 4 tickets, and a flat fee of $\$ 75$ is charged for 5 to 8 tickets. An additional $\$ 15$ is charged for each ticket received over 8 . Use a CASE statement as the decision statement.
17. (15 points) The real estate tax on resident homes is to be computed as follows:

| Assessed Value | Computed Tax |
| :---: | :---: |
| \$ 30,000 or less | \$800 |
| \$30,000 < assessed value $<=\$ 50,000$ | $\$ 800+18$ of assessed value over $\$ 30,000$ |
| \$50,000 < assessed value <= \$80,000 | $\$ 800+1.28$ of assessed value over $\$ 30.000$ |
| \$80,000 < assessed value $<=\$ 120,000$ | $\$ 800+1.4 \%$ of assessed value over $\$ 30,000$ |
| assessed value > $\$ 120,000$ | $\$ 800+1.58$ of assessed value over $\$ 30,000$ |

Write the statement (s) necessary to calculate the real estate tax. Assume that Value and Tax have been declared as Real variables. Use an IF statement and do not make any unnecessary tests. Any value less than $\$ 0$ should be flagged as an error.
18. (15 points) What is the output from this program?

```
program Strange;
var
    Who, Where : Integer
procedure Stranger (var Who : Integer; What : Integer);
begin
    Who := 3 * What;
    What := 2 - Who;
    WriteLn (Who:4, What:4)
end;
procedure EvenStranger (What : Integer; var Where : Integer);
begin
What := What + 5;
Stranger (Where, What);
WriteLn (What:4, Where:4)
end;
begin
Who := 2; Where := 4;
WriteLn (Who:4, Where:4);
EvenStranger (Who, Where);
WriteLn (Who:4, Where:4);
Stranger (Where, Who);
    WriteLn (Who:4, Where:4)
end.
```

19. (25 points) Use your problem-solving skills to state the steps necessary to solve this problem. Your answer should be in "problem-solving" form. No Pascal code!

Whatsamata Mining has hired you to write their payroll program. They give you the following information:

* employees are paid hourly and will receive overtime for over 40 hours;
* federal income tax is based on gross salary; however, there is a fixed dollar amount deduction per dependent before the tax is calculated.
* social security is based on gross.
- if an employee works in the city office, there is a city tax which is a fixed percentage of gross,
- if an employee is a union member, dues are a fixed percentage of gross.

The president of the company would like to see information for each employee, as well as totals for the company. She is particularly interested in the number of hours of overtime and the amount of payroll money which is spent on overtime versus regular time.

Exam 3 - Part I
November 19, 1993

Name $\qquad$
$(25$ points) Your computer science instructor wants you to write a program which will grade the final exam for the course and calculate the final grade for each student.

The final exam consists of 80 true-false and multiple choice questions. The results of the exam have been coded for input to the program. Your instructor would like to see the following for the exam:

* each student's score and grade;
* the number of students taking the exam;
* exam statistics, including low score, high score, median score, and average.

In addition to the final exam, the instructor will provide the necessary scores for each student in order for you to calculate the final grades for the course. The final course grade is made up of 3 tests (at $15 \%$ each). a homework grade (which is 35 of the grade), and the final exam. The final grades will be calculated as follows:

* A - the grade is at least 1 standard deviation above the average;
* B - the grade is at least $1 / 2$ standard deviation above the average;
- C - the grade is at most $1 / 2$ standard deviation below the average;
* D - the grade is at most 1 standard deviation below the average;
* F - otherwise.

Use your problem-solving skills to state the steps necessary to solve this problem. Your answer should be in "problem-solving" form. NO Pascal code!

Input:

1) exam key
2) student ID or name
3) students answers to final exam
4) test scores (3)
5) homework grade

Output:

1) Final exam -
a) student ID or name
b) score on final exam
c) grade on final exam
d) number of students taking exam
e) low score on the exam
f) high score $\because n$ the exam
g) median score on the exam
h) average score on the exam
2) Final grades -
a) student ID or name
b) final grade in course

Algorithm development:

1) Read and store the exam key.
2) For each student, determine the final exam grade and collect statistics -
a) read student answers;
b) compare answers to key and determine the number correct;
c) calculate exam score $=$ number correct / number of questions;
d) calculate exam grade $=$ if score $>=90$, then ' A '
if $80<=$ score $<90$, then ' $B$ '
if $70<=$ score < 80 , then ' $C$ '
if $60<=$ score $<70$, then ' $D$ '
if score < 60, then 'F';
e) print the student's ID, score, and grade;
f) count the student;
g) if score < low score, then low score;
h) if score $>$ high score, then high score;
i) accumulate the score (for average);
j) store the score (for median).
3) Calculate the exam average $=$ total of scores $/$ number of students.
4) Determine the median score by arranging the scores in order and selecting the middle score.
5) Print the number of students taking exam, low score, high score, median score, and average.
6) For each student, determine the final grade in the course a) read student test scores and homework grade;
b) calculate test score $=$ (test $1+$ test2 + test3) / 3*0.45;
c) calculate homework score = homework grade * 0.35:
d) calculate final exam score = final exam * 0.20;
e) calculate final score $=$ test score + homework score + final exam score;
f) count the student;
g) accumulate the score (for average).
7) Calculate the class average $=$ total of scores / number of students.
8) Calculate the standard deviation = formula given in class.
9) Calculate final grade $=$ if score $>=1$ * standard deviation +
average, then ' $A$ ' else
if score $>=0.5$ * standard deviation +
average, then ' $B$ ' else
if score $>=$ average -
0.5 * standard deviation, then ' $C$ ' else
if score $>=$ average -
1 . standard deviation, then ' $D$ ' else
if score < average -
1 * standard deviation, then ' $F^{\prime}$;
10) Print the student's ID, score, and grade.

Name $\qquad$

True/False (2 points each):
Consider the following declarations as you answer questions 1 - 4 and determine whether each assignment statement is legal (true) or not (false).
rype
Line $=$ array [1..50] of Char;
Last $=$ array ['A'..'Z'] of Integer; Name $=$ string[10]; var

AList, BList : Line;
CList : array [1..50] of Char;
LastName : Last;
MyName : Name;
AChar : Char:
I : Integer:
_ 1. AList[30] $:=\operatorname{CList}[50]$;
__ 2. AList := CList;
___ 3. WriteLn (Name):
_ 4. LastName['Q'] := AChar:
_ 5. The following double use of the identifier $A$ is legal.

```
type R = record
                A, B : real
            end;
```

$\operatorname{var} A:$ integer;
$\qquad$ 6. If $A$ is of type array $[1.5 .1 . .10]$ of Boolean then the expression $A[4,2]$ refers to element $A$ row 2 and column 4 .
7. A recursive procedure must have only one stopping case, and all other cases must reduce to that stopping case in a finite number of steps to avoid infinite recursion.
$\qquad$ 8. The elements of an array must be accessed one at a time, from the beginning to the end.
$\qquad$ 9. The largest possibıe dimension of a multidimensional array is three.
_ 10. If the expression $A[i] . B$ is legal then $A$ must be a one-dimensional array of records.

Multiple Choice (2 points each):
$\qquad$ 11. Problems which lend themselves to recursive solution
A) have one or more simple cases that can be used to terminate repetition
B) can be reduced to one or more simpler cases of the same problem.
C) can be reduced to one of the simplest non-recursive cases in a finite number of steps.
D) all of the above.
E) none of the above.
$\qquad$ 12. Which of the following is not a correct use of a field selector, given the declarations below?
type
Disc = record
title, artist : string[20]:
year : 1900..2000;
RPM : $16 . .78$
end;
var
PhonoRecord : Disc;
Character : char;
A) PhonoRecord. RPM := 33;
B) Character := PhonoRecord(4].Artist;
C) PhonoRecord. Year $:=1958$;
D) PhonoRecord. Title[1]:='z';
E) All of the above are legal.

For the next two questions assume the following declarations:
type
Range = 1. . Max;
ArrayType $=$ array \{Range〕 of Integer;
var
A : ArrayType;
I. J, Temp : Integer;
_ 13. What is the effect of the following program segment?
Temp : $=0$;
for $I:=2$ to Max do
if $A[i]>A[1]$ then
Temp $:=$ Temp +1 ;
A) Reverses the numbers stored in the array.
B) Puts the largest value in the last array position.
C) Counts the number of elements of $A$ greater than its first element.
D) Arranges the elements of the array in increasing order.
E) None of the above
__ 14. What is the effect of the following program segment?

```
for I := 1 to Max - 1 do
    if A[i] > A[i + l] then
        begin
            Temp := A[i];
            A[i] := A[i + 1];
            A[i + l] := Temp
        end;
```

A) Reverses the numbers stored in the array.
B) Puts the largest value in the last array position.
C) Counts the number of elements of $A$ greater than its first element.
D) Arranges the elements of the array in increasing order.
E) None of the above.
$\qquad$ 15. Which of the following is syntactically identical to the declaration type $A=$ array $\left[1 . .4, \quad a^{\prime} .^{\prime} z '\right.$ l of Integer?
A) array $[1 . .4]$ ['a'..'z'] of Integer;
B) array ['a'..'2', 1..4] of Integer;
C) array [1..4] of array ['a'..'z'] of Integer;
D) array ['a'..'z'] of array [1..4] of Integer;
E) none of the above.

```
const Top = 10;
type namestring = packed array [1..10] of char;
        index = 1..Top;
        recentry = record
                name : namestring;
                quantity : integer;
                price : real
        end;
        entrylist = array [index] of recentry;
var A : entrylist; i, j : integer; max : real;
```

-16. Given the above declarations, which section of code below will print only the name of the item with the highest price in the inventory?
A) for $i$ := 1 to 10 do
if $A[i]$.price $>=A[i+1]$.price then Write(A[i]. name):
B) $\max :=A[1] \cdot p r i c e ;$
j : = 1;
for $i$ := 2 to 10 do
if A[i].price $>\max$ then
$\max :=A[i] . p r i c e ;$
$j:=i ;$
Write(Alj).name):
C) $\max :=A[1]$.price;
j : = 1;
for $i:=2$ to 10 do
if A[i].price $>$ max then begin
max $:=A[i] . p r i c e ;$
j := i
end;
Write(A[j].name);
D) $\mathrm{i}:=1$;
$\max :=A(i)$. price;
j : = $\mathbf{i}$;
while i < 10 do begin
if Ali].price $>$ max then begin
max := A[i].price;
$j:=1$
end
end;
Write(Alj).name);
E) two of the above sections of code will perform correctly.
$\qquad$ 17. What is written by the following program?

```
program num;
var x : integer;
function ampersand (n : integer) : integer;
begin
    if n}=0\mathrm{ then
            ampersand := 0
        else
            ampersand := (n mod 3) + ampersand (n - 1)
end;
begin
    x := 8;
    WriteLn(ampersand(x))
end.
```

A) 9
B) 2
C) 7
D) 8
$\qquad$ 18. Assuming that type Flavor = (Chocolate, Vanilla, ButterBrickle, Spumoni) and that the value of variable $F$ (type Flavor) is Vanilla, what is the value of Ord(Succ (Succ(F)))?
A. ButterBrickle
B. Spumoni
C. 3
D. 4
E. undefined
$\qquad$ 19. Given that $K, Y$, and 2 are records of different types with fields of different names, which expression has the same effect as the one shown below?

```
with X do
            with Y do
            with 2 do
```

A. with $[X . . Z]$ do
B. with X, Y, 2 do
C. with X.Y.Z do
D. with $X$ or $Y$ or $Z$ do
E. none of the above
$\qquad$ 20. Consider the following code

$$
\begin{aligned}
& F:=1 ; \\
& \text { for } 1 ;=2 \text { to } \mathrm{N} \text { do } \\
& \text { if AiI] }>=A[F] \text { then } \\
& F:=I ;
\end{aligned}
$$

Which item best describes the operation being performed:
A. Rearrange the first $N$ components of the array $A$ in descending order.
B. Rearrange the first $N$ components of the array $A$ in ascending order.
C. Place the largest component of the array $A$ in position $N$.
D. Compute the value of largest component in array $A$.
E. Compute the subscript of the last occurrence of the largest of the first $N$ components of the array $A$.

Short answer:
21. (6 points) Given the following declarations, write the Pascal code necessary to initialize the elements of the array in column-major order to the value ' '. Declare any additional variables you may need.

## type

Color $=$ (Red, Orange, Yellow, Green, Blue, Violet);
Texture $=$ (Satin, Velvet, Coarse, Rough);
ArrayType = array [Color, Texture] of Char;
var
Seefeel : ArrayType;
22. (10 points) Write a Pascal procedure with 3 parameters, a 2-dimensional array of reals and two integers. The procedure is to return, via the two integer parameters, the row and column number of the largest real number in the array. You may assume that there are no duplicate values in the array. The following declaration appears in the main program:
type MatrixType $=$ array[1..50. 1..20] of Real;
procedure FindBiggest (

```
23. (4 points) Study the following type and variable declarations and
    then write statements which modify the variable Applicant as described
    below.
        type
        string20 = string[20];
        Twochars = string[2];
        Relation = (Mother, Father, Son, Daughter, Sister, Brother);
        NameRecord = record
        First : string20;
        Middle : char:
        Last : string20
    end;
    AddressRecord = record
        Street, City : string20;
            State : TwoChars;
        Zip : string(5)
    end:
    PersonType = record
            Name : NameRecord;
            Address : AddressRecord
    end:
    DependentRecord = record
            Who : PersonTYpe;
            Age : 1..99:
            Rel : Reilation
    end;
    Dossier = record
            Person, Spouse : PersonType;
            NumDependents : 0..10;
            Dependent : array {1..10) of DependentRecord
        end;
var
    Applicant : Dossier:
a) Set the applicant's last name to Smith.
b) Set the spouse's state to TX.
c) Set the thiro fependent's first name to Patrick.
d) Add one to the second dependent's age.
```

24. (5 points) Declare a data type which could be used to hold information about a student in a class. The information that your record must hold is student name ( 15 characters), social security number, three test scores (integers), six lab scores, the final exam score, the average of all the scores, and the overall course grade ( $A, B, C, D$, or F).
25. (5 points) Now declare a data type which contains the above information for the entire class. It must hold class number (an integer), the instructor's name ( 15 characters), information about 100 students, the overall class average, the highest average in the class, the lowest average in the class, and the median average in the class.
26. (5 points) Declare a type which contains information about all of the classes in the department. It should hold department name, number of faculty, and the above information about all of the classes. Assume that there are 50 classes.

Name
The final exam is worth 200 points. Each of the true/false and multiple choice questions will be weighted 2 points, giving a total of 160 points. The short answer questions will be worth the remaining $\$ 0$ points.

Indicate whether the following statements are true or false.
_1. When a program begins to execure, the contents of the memory cells it uses are inttially empty.
—_ 2. Semicolons must be inserted after every program statement occurring between the begin and and stataments of the program body.
__ 3. Before a new value can be stored in a memory cell, a program must execute a statement to erase its former contents.
4. More than one fascal statement can be placed on a single line.
-_ 5. Constants can be declared in procedures, but variables must be declared in the main program.

- 6. If $A$ and $B$ are the names of procedures declared in a pascal program, then the statement sequence begin $A$; $B_{i} A$ end is legal in the program body.
_ 7. A nested if statement occurs when the true or false statement of an if statement is itself an if statement.
- 8. If $A$ and $B$ are arrays of the same data type, then the statement $A: x B$ copies each element of $B$ to the corresponding element of $A$.
—_ 9. After the last statement of a procedure executes, control is transferred to the next declared procedure.
_10. The Reset procedure resets EOF and EOLN to talse.
___ 11. Files should never be closed explicitly in Turbo pascal.
___ 12. The string $\cdot A B C E+D_{+}-$is a legal postfix expression.
_ 13. A variable name detined in a block is hidden from being referenced outside the block in which it is defined.
—_ 14. A recursive solution to a problem of size $N$, is always reducible to a problem of size N-1.
__ 15. Blaise Pascal developed the Pascal language.
_16. When a variable of cype ^Real is created by the New procedure, it can thereafter hold a Real number.
—— 17. All pointers to a node that is returned to the heap (disposed) are automatically reset to nil.
_18. If the head pointer to a linked list is passed as a value paramerer to a procedure, then a copy of the list is made in the procedure's local data area.

19. The condition in the wille statement is tested at the end of each pass.
20. If $P, Q$, and $R$ are pointer variables, then the statements below interchange the contents of the nodes pointed to by $P$ and $Q$.
$P^{\wedge}:=Q^{\wedge} ; Q^{\wedge}:=P^{\wedge} ;$
21. While loops that iterate zero times indicate improper variable initialization or improper formulation of the while condition.
Give the value of the Boolean expression, assuming that $\lambda=$ True, $B=F a l s e$, and $C=$ False.
22. not ( $B$ and $C$ ) or $A$
23. $C$ or $A$ and $B$ and $C$
24. not $B$ or ( $C$ and not $A$ )
25. If $X=3$, then the Boolean condition $X>2$ and $\gamma<1$ is syntactically correct.
26. If you define a variable $x$ to be of type $1 . .8$, and if the number 9 was typed in response to the statement Read $(X)$. then the computer will prompt the user to enter a new value for $x$.
27. The expression True < False is talse.
28. Each of the types Integer, Real, Char, and Boolean is an ordinal type, since each has a numerical representation in the computer's memory.
29. Enumerated type variables can not be read or written directly.
30. The ordinal value of the chird value listed in the declaration of an enumerated type is 3.
31. If $X$ is a variable of the enumerated type (Apples, Bananas, Oranges) and has the value Bananas. then the expression $X<$ oranges has value $\qquad$ .
—32. A variable declared of enumerated type ( $0,1,2,3,4,5,6,7,8,9$ ) may be used to store an Integer in the range 0 to 9.

- 33. The Read procedure, with numeric variables, skips all non-numeric characters uncll it comes ro a ' + ', '-', digit, or <eot>.
_ 34. Procedures can be called several times from several different places in the program, since the program keeps track of where control is to return after a procedure tinishes its last step.

35. The tield selector in a statement consists of the record variable name, followed by a period, followed by a field identifier from that record rype.
36. Thls assignment statement is valid if all variables are defined as type integer: $A=B+C$.
_ 37. The sentinel value 15 always the last value added to a sum being accumulated in a sent inel-contru? led loop.
_ 38. An enumerated type variable can be a loop control variable for a countercontrolled loop.
__ 39. The ord function may be applied to enumerated type variables.

- 40. The condition in the while statement is tested at the end of each pass.
_ 41. The New statement must be executed betore a pointer variable can be used.

[^3]53. Which of the following types cannot be the type of a counter variable in a for 100p?
a. Integer
d. Enumerared
b. Real
e. Boolean
54. If $N$ is an Integer variable and $H>=10$, then the expression whose value is $N$ 's
tens digit (for example. 3 if $N=436$ ) is
a. $N$ div $10 \bmod 10$
d. $N \bmod 100$
b. $N-10$
e. $N$ mod 10 mod 10
c. $N-9$
55. What does this program do?
$S:=0 ; \quad I:=1$;
repeat
$S:=S+I ;$
$I:=I+1$
uncil $I$ > $=N$;
a. Add all numbers from 1 to N.
b. Add all the numbers from 1 to $\mathrm{N}-1$.
c. Add the even numbers from 1 to $N$.
d. Add the odd numbers from 1 to N .
e. None of the above.
56. Which of the following variable names are invalid?

| i. Write | ii. abcD3 | iid. var | iv. John's |
| :--- | :--- | :--- | :--- |
| v. 5count | vi. abche | vii. crazy8s |  |

a. i, ii, $1 i \mathrm{i}, \mathrm{v}, \mathrm{vi}$
b. i. ii, iv, v, vi
c. iiil, v
d. i, iij, iv, $v$
e. iii, iv, v, vi
57. The if statement
if $13<12$ then WriteLn ('never') else Writeln ('always')

Wrices 'never'
Writes 'always'
Won't compile since 13 is not less than 22.
Causes a run-time error since 13 is not less than 12. Prints nothing since 13 is not less than 12.
58. Which of the following types cannot be the element type of an array?
a. Integer
b. Real
d. Boolean
e. None of the above
59. What would be princed by the following program? (The symbol '"' stands for one blank character.)
program Formats:
var
A, B :Real :
begin
A $:=37.56$
$B:=101.117$;
Write ('is it', A :6:1, B :9:4):
Wriceln ('? 1
end


c. Is\#icش\#37.5\$101.1170?
d. Is坡ic:337.6\#101.117?
a. None of the above
60. Which of the types listed below can be returned as the value of a user-defined function?

| function? | d. Enumerated |
| :--- | :--- |
| a. Integer | e. All of these |
| b. Real |  |

b. Real
e. All of these
c. Char
61. Given the binary tree below, what is the order in which the nodes would be visited during a preorder traversal?

a. ABCDEFG
b. BADECFC

C A B FEGD
CABFEDG
None of the above.
62. Which of the following can not be an element type of a two-dimensional array? a. another two-dimensional array
b. a hierarchical record
c. a Real
d. an enumerated type
e. None of the above

```
    Consider the following program:
    program HowiboutThis (input,output):
        cype
        X = {A,B, C, D, 2};
    var
        R,S : X;
        T : Inceger;
    begin 0. 
        T:= 0; R := A; S := C;
        while R<> S do
            begin
                R:= Succ(R);
                T := Pred(T)
            end; (while)
        WriteLn (T);
        WriteLn (Ord(S)) {question 64 {
    end.
    63. According to che standard rules for Pascal, what value will be printed by
        WriteLn (T) ?
        Na.0
    c. -2
        64. According to the standard rules for Pascal, what value will be printed by
        WriceLn (Ord(S)) ?
        a. 2 d. 0
        b. A
        e. }
        c. }
        Assume the following declarations:
        type
            Range = 1..Max;
            ArrayType = array {Range] of Integer;
        var
            A : ArrayTjpe;
            I, J, Temp : Integer;
65. What is the effect of the following progran segment?
```

```
Temp := 0;
```

Temp := 0;
for I := 2 to Max do
for I := 2 to Max do
if A[I] > h[1] then
if A[I] > h[1] then
Temp := Temp + 1;
Temp := Temp + 1;
Reverses the numbers stored in the array.
Puts the largest value in the last array position.
Counts the number of elements of A greater than its first element.
Arranges the elements of the array in increasing order.
None of the above

```

\footnotetext{
\(\qquad\) 66. What is the value of che assignuent \(A:=F(3,3,4)\) ?
function \(F(f, B, C\) : Integer \()\) : Integer;
var I. J, K, L : Integer;
begin \(\{F\}\)
for \(I:=1\) to A do
begin
for \(J:=B\) downto 4 do L : = L +J ;
tor \(K:=3\) to \(C\) do \(L:=L+K\)
end; (for I)
\(F:=L\)
end: (F)
a. 28
d. 33
b. 30
e. None of these
c. 21
creen is:


> type
> Fruit \(=\{\) Apple, Orange, Kiwi, Banana \(\}\);
> var
> \(X:\) array \(\{1,5\). Fruit \(\}\) of integer;
69. The statement \(X(4\), orange \(1:=12\) causes
the value 12 to be placed in che second column of the tourth row of \(X\). the value of 12 to be placed in the second row of the fourth column of \(X\).
a compilation error.
run-time error, after compiling correctly.
none of the above.
70. The person who is known as the first programmer is:
Charles Babbage d. Blaise Pascal

Herman Hollerith e. Niklaus Wirch Ada Augusta Lovelace

Use the function below:
begin (Wow)
if \(M<10\) chen
if \(N<10\) then Wow : \(=M+N\) else Wow := Wow (M, N - 2) \(+N\) else Wow : \(=\) Wow \((M-1 . N)+M\)
end: (Wow)
71. What is the value of Wow (12, 15)?
a. 84
b. 90
d. 18
c. 75
}
a. \(M\) and \(N\) equal to 10
d. M Less than 10
b. \(M\) and \(N\) less than 10
d. M less than 10
e. N less than 10
c. \(M\) or \(N\) less than 10
_ 73. Which of the following types cannot be the subscript type of an array?
a. Integer
d. Boolean
b. Real
e. None of the above
c. Enumerated

The person w
\begin{tabular}{ll} 
Engine Charles Babbage & d. Blaise Pascal \\
b. Herman Hollerith & e. Niklaus Wirth
\end{tabular}
b. Herman Hollerith
e. Niklaus
c. Ada Augusta Lovelace
75. Which statement is true about recursion?
a. Recursion is more efficient than iteration.
b. kecursion requires less overhead than iteration.
c. Recursion can specify more natural solutions for some problems than iteration.
Recursive solutions are more complex than iterative solutions.
d. Recursive solutions
e. None of the above.
76. For what exact range of values of variable \(X\) does the following code segment print 'C'?
if \(X<200\) then
if \(X<100\) then
if \(X<=0\) then Writeln ('A')
else WriteLn ('B')
else WriteLn ('C')
else Wriceln ('D')
a. \(0<x<100\)
b. \(x<=0\)
c. \(100<=X<=200\)
d. \(X>200\)
e. \(100<X<=200\)
77. The function below can best be described as
function What (Head : Ptr; \(X\) : Integer) : Ptr;
var
Temp : PLr:
begin (What)
What : = nil;
while Head <> nil do
begin
if Head". Data \(=X\) then
What : = Head;
Head \(:=\) Head . IInk
end (while)
end: (What)
a. returning all of the addresses in the list where \(X\) was found.
b. returning a pointer to the first occurrence of \(X\) in the list, and nil if \(X\) does nor occur.
c. recurning a pointer to the last occurrence of \(x\) in che dist, and nil if \(X\) does not occur.
d. counting the number of occurrences of \(x\) in the list.
e. none of the above.
78. Which of the following types cannot be the element type of a one-dimensional array?
a. Integer
d. Boolean
b. Real
c. Enumerated
e. None of the above
79. The correct statements to insert a node containing 3 at the front of the linked list Head is:
a. New (Temp);

Tempn. Data \(:=3\);
Temp^.Link : = Head; Head := Temp;
b. New (Temp):

Temp^. Data : = 3;
Temp . Data : \(=\)
Head \(:=\) Temp;
Head := Temp;
Temp^.Link \(:=\) Head
c. New (Temp);

Temp^. Data : = 3;
Temp^.Link := Head^.Link:
Head := Temp;
d. New (Temp):

Tempn. Data \(:=3\);
Temp^.LInk := Head^.Link; Head^. Link : = Temp;
e. none of the above

Given the declaration
cype
Date \(=\) record
Month : 1..12;
Day: i..3i.
end: (Date)
Address \(=\) record
Street, City, : string [30];
end: (Address)
EmpRec = record
StartDate : Date;
Home : Address;
Salary : Real
end; (EmpRec)
var
Employee : EmpRec;
80. Which of the tollowing is not equivalent to the others?
a. WriteLn (Employee. Home.Street, Employee. StartDate.Month);
b. with Employee do

WriteLn (Home. Streer, StartDate.Month):
c. with Employee, Home, SrartDate do WriteLn (Street, Month);
d. With Employee do with StartDate do
with Home do
WriteLn (Street, Rddress);
- All of the above are equivalent.
81. (l2 points) The administration at a college keeps a master file, on disk, of all current and former students. There is a record for each individual, but different information is kept depending on whether the person is current or former. The information for a current student is name, social security number, school address, home address, GPA, and number of library books currently checked out. The information for a former student is name, social security number, address, and total amount of money contributed to the college. After each graduation, the administration of che college wants to update the master file with a transaction file, also kept on disk, that contains a record for each student that just graduated. Assume that both files are kept sorted by social security number. Use your problem-solving skills to design a program to perform the necessary update.
82. (4 points) Consider this program:
```

program test
type
intarray $=\operatorname{array}[1.20]$ of integer:
var
A : intarray;
: integer:
procedure change (...);
begin
$i:=5 ;$
A(i) $:=20$
end:
begin
for $i:=1$ co 10 do $A(i):=1$;
$1:=3$;
change ( $\mathrm{A}, 1)$;
write(A[1])
end.

```

What is the output of this program when 1 ine 7 is equal to each of the following:
a) procedure change(var \(A\) : intarray; var \(i\) : integer);
b) procedure change(var A : intarray; i : integer);
c) procedure change(A : intarray; var i : integer);
d)
procedure change(A : intarray; i : integer);
83. (4 points) Consider this program:
```

program test:
type
ptr = ^node:
node = record
daca : inceger:
next : ptr
end;
var
p : prr;
: node;
procedure change(...);
begin
p^.data := 3;
new (p):
n.next := p
end;
begin
n.daca := 1
new(p):
p^.data := 2;
p^.next := nil;
n.next := p.
change (n,p)
end.

```

This problem asks you to draw diagrams indicating space allocation. Here are the rules: Draw a box for each location that is currentiy allocated to che program and label it with its name or names. Put the current value of the location inside the box. using "?" for uninitialized and arrows for pointers.

Draw a space allocation diagram for the point in the program imediately after line 23. for each of the following choices tor inne 11 . It will probably be helptul if you start by drawing the diagram for the point just before line 23. you may draw the diagrans in the blank space above, to the right of the progran. (Be sure to label them.)
a) procedure change (var \(n:\) node; var \(p: p t r) ;\)
b) procedure change (var \(n\) : node; \(p\) : prr);
c) \(\quad\) procedure change \((n\) : node; var \(p\); \(p r r)\);
d) procedure change(n : node; \(p: p t r)\);
84. (5 points) Give the web-mode key bindings for the following commands.
a) goto section *
b) which section
c) goto next section
d) count sections
e) kill emacs from web-mode
85. (15 points) For this part of the test, use the attached copy of primeg.web to answer the following questions.
a) Give the name of section 8 .
b) In what section(s) is orher constants of the program" defined? in what sections is it used?
c) In what section does the chapter "Generating the primes* begin?
d) Chapter 5 begins in section \(\qquad\) and goes chrough section \(\qquad\) .
e) In what modules is the variable 'page-offset' used, and what type is it?
f) What sections are used in section 14?
g) How many sections does primes.wab have?
h) How many chapters does primes.web have?
i) In which section(s) does the programer discuss the format of the outpur?
j) What section(s) need(s) to be modified if you want to print the first 500 prame numbers?

\section*{primes}
(March 31, 1986)
\begin{tabular}{|c|c|c|}
\hline \multicolumn{3}{|c|}{(March 31, 1986)} \\
\hline & Section & Page \\
\hline Printing primes: An example of web & & 1 \\
\hline Plan of the program & 3 & 2 \\
\hline The output phase & 5 & 3 \\
\hline Generating the primes & 11 & 5 \\
\hline The inner loop & 22 & 7 \\
\hline Index & 27 & 8 \\
\hline
\end{tabular}
1. Printing primes: An example of UEB. The following program is essentially the same as Edsger Dijkstra's "first example of step-wise program composition," found on pages 26-39 of his Notes on Structured Programming, \({ }^{2}\) but it has been translated into the UEB language.
[Double brackets will be used in what follows to enclose comments relating to WEB itself, because the chief purpose of this program is to introduce the reader to the WEB style of documentation. yey programs are always broken into amall sections, each of which has a serial number; the present rection is number 1.]
Dijkstra's program prints a table of the first thousand prime numbers. We shall begin as he did, by reducing the entire program to its top-level description. [Every section in a UEB program begina with optional commentary about that section, and ends with optional program text for the rection. For example, you are now reading part of the commentary in \(\$ 1\), and the program text for \(£ 1\) immediately follows the present paragraph. Program texts are specifications of PASCAL programs; they either use PASCAL language directly, or they use angle brackets to represent PASCAL code that appears in other sections. For example, the angle-bracket notation '(Program to print ... numbers 2)' is UEB's way of eaying the following: "The PASCAL text to be inserted here is called 'Program to print ... numbers', and you can find out all about it by looking at section 2." One of the main characteristics of UEB is that different parts of the program are usually abbreviated, by giving them such an informal top-level description.]
(Program to print the first thousand prime numbers 2)
2. This program has no input, because we want to keep it rather simple. The result of the program will be to produce a list of the first thousand prime numbers, and this list will appear on the output file.
Since there is no input, we declare the value \(m=1000\) as a compile-time constant. The program itself is capable of generating the first \(m\) prime numbers for any positive \(m\), as long as the computer's finite limitations are not exceeded.
[The program text below specifies the "expanded meaning" of '(Program to print . . . numbers 2)'; notice that it involves the top-level descriptions of three other sections. When those top-level descriptions are replaced by their expanded meanings, a syntactically correct PASCAL program will be obtained.]
(Program to print the first thousand prime numbers 2) \(\equiv\)
program print_primes(output);
const \(m=1000\); (Other constants of the program 3 )
\(\operatorname{var}\) (Variables of the program 4)
begin (Print the first \(m\) prime numbers 3 );
end.
This code is uned in section 1.
3. Plan of the program. We shall proceed to fill out the rest of the program by making whatever decisions seem easiest at each step; the idea will be to strive for simplicity first and efficiency later, in order to see where this leads us. The final program may not be optimum, but we want it to be reliable, well motivated, and reasonably fast.

Let us decide at this point to maintain a table that includes all of the prime numbers that will be generated, and to separate the generation problem from the printing problem.
[The UEB description you are reading once again follows a pattern that will soon be familiar: A typical section begins with comments and ends with program text. The comments motivate and explain ndeworthy features of the program text.]
(Print the first \(m\) prime numbers 3 ) \(\equiv\)
(Fill table \(p\) with the first \(m\) prime numbers 11 );
(Print table \(p\) 8)
This code is uned in nection 2.
4. How should table \(p\) be represented? Two possibilities suggest themselves: We could construct a sufficiently large array of boolean values in which the \(k\) th entry is true if and only if the number \(k\) is prime; or we could build an array of integers in which the \(\boldsymbol{k}\) th entry is the \(\boldsymbol{k}\) th prime number. Let us choose the latter alternative, by introducing an integer array called \(p[1 . \mathrm{m}\) ).

In the documentation below, the notation ' \(\mu[k]\) ' will refer to the \(k\) th element of array \(p\), while ' \(p_{k}\) ' will refer to the \(k\) th prime number. If the program is correct, \(p[k]\) will either be equal to \(p_{k}\) or it will not yet have been assigned any value.
[Incidentally, our program will eventually make use of several more variables as we refine the data structures. All of the sections where variables are declared will be called'(Variables of the program 4)'; the number ' 4 ' in this name refers to the present section, which is the first section to specify the expanded meaning of '(Variables of the program)'. The note 'See alco...' refers to all of the other sections that have the same top-level description. The expanded meaning of '(Variables of the program 4)' consists of all the program texts for this name, not just the text found in §4.] (Variables of the program 4) \(\equiv\) \(p\) array \([1 . . m\) ) of integer; (the first \(m\) prime numbers, in increasing order ) See also rections 7, 12, 15, 17, 23, and 24.
This code is used in section 2.
5. The output phase. Let's work on the second part of the program first. It's not as interesting as the problem of computing prime numbers; but the job of printing must be done sooner or later, and we might as well do it cooner, since it will be good to have it done. [And it is easier to learn UEB when reading a program that has comparatively few distracting complications.]
Since \(p\) is aimply an array of integers, there is litle difficulty in printing the output, except thal we need to decide upon a suitable output format. Let us print the table on separate pages, with \(r\) r rows and \(c c\) columns per page, where every column is \(w w\) character positions wide. In this case we shall choose \(r=50, c c=4\), and \(w w=10\), \(e 0\) that the first 1000 primes will appear on five pages. The program will nol assume that \(m\) is an exact multiple of \(\pi r \cdot c c\).
(Other conatants of the program \(s\) ) \(\equiv\)
\(\pi=50\); \{this many rows will be on each page in the output \}
\(c c=4 ;\) \{this many columns will be on each page in the output \}
\(\boldsymbol{w} \boldsymbol{w}=10\); \{this many character positions will be used in each column\}
See aleo section 19.
This code is ued in section 2.
6. In order to keep this program reasonably free of notations that are uniquely PASCALesque, [and in order to illustrate more of the facilities of UEB,] a few macro definitions for low-level output instructions are introduced here. All of the output-oriented commands in the remainder of the program will be stated in terms of five simple primitives called print_string, printinteger, print.eniry, new-line, and new-page.
【Sections of a VEB program are allowed to contain macro definitions between the opening comments and the closing program text. The general format for each section is actually tripartite: commentary, then definitions, then program. Any of the three parts may be absent; for example, the present section contains no program text.]
[Simple macros simply substitute a bit of PASCAL code for an identifier. Parametric macros are similar, but they also substitute an argument wherever ' F ' occurs in the macro definition. The first three macro definitions here are parametric; the other two are simple.]
define print_string (*) \(\equiv\) urite (*) \{put a given string into the output file \}
define print_integer \((*) \equiv\) write ( \(: 1\) ) \{put a given integer into the output file, in decimal notation, using only as many digit positions as necessary )
define print_entry (z) \(\equiv\) write (* : ww)
\{like print_integer, but ww character positions are filled, inserting blanks at the left \}
define new_line \(\equiv\) write_ln (advance to a new line in the output file)
define new_page \(\equiv\) page (advance to a new page in the output file)
7. Several variables are needed to govern the output process. When we begin to print a new page, the variable page_number will be the ordinal number of that page, and page-offset will be such that p[page_offset] is the first prime to be printed. Similarly, p[row_offet] will be the first prime in a given row.
[Notice the notation ' \(+\equiv\) ' below; this indicales that the present section bas the same name as a previous section, so the program text will be appended to some text that was previously specified.]
(Variables of the program 1) \(+\equiv\)
page_number: integer; \{one more than the number of pages printed so far \}
page-offset: integer; \{index into \(p\) for the first entry on the current page \}
row_offset: integer; \{index into \(p\) for the first entry in the current row \}
\(c: 0 . . c c ;\{\) runs through the columns in a row \}
8. Now that appropriate auxiliary variables have been introduced, the process of outputting table \(p\) almost writes itself.
(Print table p 8) \(\equiv\)
begin poge.number \(\leftarrow 1\); page.offset \(\leftarrow 1\);
while page_offse! \(\leq m\) do
begin \(\langle\) Output a page of answers \(\theta\); ;
page_nsmber \(\leftarrow\) page_number +1 ; page_offset \(\leftarrow\) page_offset \(+\pi * c c ;\) end;
end
This code in used in eection 3.
9. A simple heading is printed at the top of each page.
(Output a page of answers 9 ) \(\equiv\)
begin print_ating( \({ }^{-T h} 0_{\lrcorner}\)Firstu'); print_integer(m);

\{there's a blank line after the heading \}
for row_offset \(\sim\) page_offset to page-offset \(+\pi-1\) do (Output a line of answers 10);
new_page;
end
This code is used in section 8 .
10. The first row will contain
\[
p[1], p[1+r r], p[1+2 * r r], \ldots ;
\]
a similar pattern holds for each value of the row_offsel
(Output a line of answers 10 ) \(\equiv\)
begin for \(c-0\) to \(c c-1\) do if row_offset \(+c * r \leq m\) then print_entry ( \(p[\) row_offset \(+c * r r\) );
new_line;
end
This code is uned in aection 9 .
11. Generating the primes. The remaining task is to fill table \(p\) with the correct numbers. Let us do this by generating its entries one at a time: Assuming that we have computed all primes that are \(j\) or less, we will advance \(j\) to the next suitable value, and continue doing this until the table is completely full.
The program includes a provision to initialize the variables in certain data structures that will be introduced later.
(Fill table \(p\) with the first \(m\) prime numbers 11 ) \(\equiv\)
(Initialize the data structures 16);
while \(k<m\) do
begin (Increase \(j\) until it is the next prime number 14 );
\(k-k+1 ; p[k]-j ;\)
end
This code is used in section 3.
12. We need to declare the two variables \(j\) and \(k\) that were just introduced.
(Variables of the program 1) \(+\equiv\)
\(j\) : integer; (all primes \(\leq j\) are in table \(p\) )
\(k: 0 . . m\); \(\quad\) this many primes are in table \(p\) \}
13. So for we haven't needed to confront the issue of what a prime number is. But everything else has been taken care of, so we must delve into a bit of number theory now.

By definition, a number is called prime if it is an integer greater than 1 that is not evenly divisible by any smaller prime number. Stating this another way, the integer \(j>1\) is not prime if and only if there exists a prime number \(p_{n}<j\) such that \(j\) is a multiple of \(p_{n}\).

Therefore the section of the program that is called '(Increase \(j\) until it is the next prime number)' could be coded very simply: 'repeat \(j-j+1\); (Give to \(j\)-prime the meaning: \(j\) is a prime number ); until j.prime'. And to compute the boolean value j-prime, the following would suffice: \(' j\)-prime \(\leftarrow\) true; for \(n \leftarrow 1\) to \(k\) do (If p[n] divides \(j\), set j-prime - false )'.
14. However, it is possible to obtain a much more efficient algorithm by using more facts of number theory. In the first place, we can speed things up a bit by secognizing that \(p_{1}=2\) and that all subsequent primes are odd; therefore we can let \(j\) run through odd values only. Our program now takes the following form:
(Increase \(j\) until it is the next prime number 14 ) \(\equiv\)
repeat \(j \leftarrow j+2 ;\) (Update variables that depend on \(j 20\) );
(Give to j-prime the meaning: \(j\) is a prime number 22);
until j-prime
This code ie uned in eection 11.
15. The repeat loop in the previous section introduces a boolean variable j-prime, so that it will not be necessary to resort to a goto statement. (We are following Dijkstra, \({ }^{2}\) not Knuth. \({ }^{3}\) )
(Variablea of the program 4) \(+\equiv\)
j-prime: boolcan; \{is \(j\) a prime number? \}
16. In order to make the odd-even trick work, we must of course initialize the variables \(j\), \(k\), and p[1] as follows.
(Initialize che data struclures 16) \(\equiv\)
\(j \leftarrow 1 ; k \leftarrow 1 ; p[1]-2 ;\)
See aleo aection 18.
This code is used in rection 11.
17. Now we can apply more number theory in order to obtain further economies. If \(j\) is not prime, ite amallest prime factor \(p_{n}\) will be \(\sqrt{j}\) or less. Thus if we know a number ord such that
\[
\text { plord }]^{2}>j,
\]
and if \(\mathbf{j}\) is odd, we need only teat for divisors in the set \(\{p[2], \ldots, p[o r d-1]\}\). This is much faster than testing divisibility by \(\{p[2], \ldots, p[k]\}\), since ord tends to be much smaller than \(k\). (Indeed, when \(k\) is large, the celebrated "prime number theorem" implies that the value of ord will be approximately \(2 \sqrt{k / \ln k}\).)

Let us therefore introduce ord into the data atructure. A moment's thought makes it clear that ond changes in a simple way when \(j\) increases, and that another variable aquare facilitates the updating process.
(Variables of the program 4) \(+\equiv\)
ond: 2 .. ord_max; (the smallest index \(\geq 2\) such that \(p_{\text {ord }}^{2}>j\) )
square: integer; \(\left\{\right.\) square \(=p_{\text {ord }}^{2}\) \}
18. (Initialize the data structures 16) \(+\equiv\)
ord \(\curvearrowleft 2\); sguare \(\leftarrow 9\);
19. The value of ord will never get larger than a certain value ord_max, which must be chosen sufficiently large. It turns out that ord never exceeds 30 when \(m=1000\).
(Other constants of the program 5 ) \(+\equiv\)
\[
\text { ord_max }=30 ; \quad\left\{p_{\text {ord_max }}^{2} \text { must exceed } p_{m}\right\}
\]
20. When \(j\) has been increased by 2 , we must increase ord by unity when \(j=p_{\text {ord }}^{2}\), i.e., when \(j=\) square.
(Update variables that depend on j20) \(\equiv\)
if \(j=\) square then
begin ord - ord +1 ; (Update variables that depend on ord 21); end
This code is used in section 14.
21. At this point in the program, ord has just been increased by unity, and we want to set square \(:=\boldsymbol{p}_{\text {ord }}^{2}\) A surprisingly subtle point arises here: How do we know that pord has already been computed, i.e., that ond \(\leq k\) ? If there were a gap in the sequence of prime numbers, such that \(p_{t+1}>p_{k}^{2}\) for some \(k\), then this part of the program would refer to the yet-uncomputed value \(p[k+1]\) unless come special test were made.

Fortunately, there are no such gaps. But no simple proof of this fact is known. For example, Euclid's famous demonstration that there are infnitely many prime numbers is strong enough to prove only that \(p_{k+1}<=p_{1} \ldots p_{k}+1\). Advanced books on number theory come to our rescue by showing that much more is true; for example, "Bertrand's postulate" states that \(y_{k+1}<2 p_{k}\) for all \(k\).
(Update variables that depend on ord 21 ) \(\equiv\)
\[
\text { square }-p[o r d] * p[o r d] ;\{\text { at this point ord } \leq k\}
\]

Soe are nection 25.
This code is uned in eection 20.
22. The inner loop. Our remaining last is to determine whether or not a given integer \(j\) is prime. The general outline of this part of the program is quite simple, using the value of ord as described above.
(Give to j-prime the meaning: \(j\) is a prime number 22 ) \(\equiv\)
\(n \leftarrow 2\); j-prime - true;
while ( \(n<\) ord) \(\wedge\) j-prime do begin (If \(p[n]\) is a factor of \(j\), met j-prime \(\leftarrow\) false 36); \(n-n+1 ;\)
end
This code is used in section 14.
23. (Variables of the program 4) \(+\equiv\)
n: 2 .. ondmax; \{runs from 2 to ord when lesting divisibility \}
24. Let's suppose that division is very slow or nonexistent on our machine. We want to detect nonprime odd numbers, which are odd multiples of the set of primes \(\left\{p_{2}, \ldots, p_{\text {ord }}\right.\) \}.
Since ordmar is small, it is reasonable to maintain an auxiliary table of the smallest odd multiples that haven't already been used to show that some \(j\) is nonprime. In other words, our goal is to "knock out" all of the odd multiples of each \(p_{n}\) in the set \(\left\{p_{2}, \ldots, p_{\text {ord }}\right\}\), and one way to do this is to introduce an auxiliary table that serves as a control structure for a set of knock-out procedures that are being simulated in parallel. (The so-called "sieve of Eratosthenes" generates primes by a similar method, but it knocks out the multiples of each prime serially.)

The auxiliary table suggested by these considerations is a mult array that satisfies the following invariant condition: For \(2 \leq n<\operatorname{ord}\), mull \([n]\) is an odd multiple of \(p_{n}\) such that mult \([n]<j+2 p_{n}\).
(Variables of the program 4) \(+\equiv\)
mult: array [2.. ord_max] of integer; [runs through multiples of primes \}
25. When ord has been increased, we need to initialize a new element of the mult array. At this point \(j=p[o r d-1]^{2}\), so there is no need for an elaborate computation.
(Update variables that depend on ord 21) \(+\equiv\) mull \([\) ord -1\(] \leftarrow j\);
26. The remaining task is straightforward, given the data structures already prepared. Let us recapitulate the current situation: The goal is to test whether or not \(j\) is divisible by \(p_{n}\), without actually performing a division. We know that \(j\) is odd, and that mult \([n]\) is an odd multiple of \(p_{n}\) such that mult \([n]<j+2 p_{n}\). If \(m u l t[n]<j\), we can increase \(m u l l[n]\) by \(2 p_{n}\) and the same conditions will hold. On the other hand if \(m u l f[n] \geq j\), the conditions imply that \(j\) is divisible by \(p_{n}\) if and only if \(j=m u l l \mid n]\).
〈If \(p[n]\) is a factor of \(j\), eet j-prime - false 26 〉 \(\equiv\)
while mult \([n]<\) j do mull \([n]-m u l l[n]+p[n]+p[n]\);
if mull \(\{n\}=j\) then j-prime - false
This code ie uned in section 22.
27. Index. Every identifier used in this program is shown here together with a list of the section numbers where that identifier appears. The section number is underlined if the identifier was defined in that eection. However, one-letler identifiers are indexed only at their point of definition, since such identifiers tend to appear almost everywhere. 【An index like this is prepared automatically by the UEE noftware, and it is appended to the final section of the program. However, underlining of section numbers is not automatic; the user is supposed to mark identifiers at their point of definition in the UEB source file.]
This index also refers to some of the places where key elements of the program are treated. For example, the entries for 'Output format' and 'Page headings' indicate where details of the output format are discussed. Several other topics that appear in the documentation (e.g., 'Bertrand's postulate') have also been indexed. [Special instructions within a UEB source file can be used to insert essentially anything into the index.]
Bertrand, Joseph, postulate: 21.
boolean: 15.
c: 1.
cc: 5, 7, 8, 10.
Dijkstra, Edsger: 1, 15.
Eratosthenes, sieve of: 24.
false: 13, 26.
integer: 4, 7, 12, 17, 24.
j: 12.
j-prime: 13, 14, 15, 22, 26.
k: 12.
Knuth, Donald E.: 15.
m: 2 .
mull: \(24,25,26\).
n: 23.
new.line: 6, 9, 10.
new-page: 6, 9.
ord: 17, 18, 19, 20, 21, 22, 23, 24, 25.
ord_max: 17, 19, 23, 24.
output: 2, 6.
oulput format: 5, 9 .
p: 4.
page: 6.
page headings: 9.
page_number: \(7,8,9\).
page.offset: 1, 8, 8 .
prime number, definition of: 13.
print-entry: 6, 10.
print_integer: 6, 9.
print-primes: 2.
print_atring: 6, \(\theta\).
row-offiet: \(1,9,10\).
rr: 5, 8, 9,10 .
square: 17, 18, 20, 21.
true: 4, 13, 22.
UEB: 1.
write: 6.
write-In: 6.
\(\boldsymbol{w w : ~ 5 , ~} 6\).
(Fill lable \(p\) with the first \(m\) prime numbers 11 ) Used in rection 3.
(Give to \(j\)-prime the meaning: \(j\) is a prime number 22) Used in rection 14.
(If \(p[n]\) is a factor of \(j\), aet j-prime \(\leftarrow\) false 26) Used in section 22.
(Increase \(j\) until it is the next prime number 14) Ured in rection 11.
(Initialize the data structures 16, 18) Used in eection 11.
(Other constants of the program 5,19 ) Used in eection 2.
(Output a line of answers 10) Used in section \(\theta\).
(Output a page of answers 9 ) Ueed in section 8 .
(Print table \(p_{\text {a) }}\) ) Used in rection 3.
(Print the first \(m\) prime numbers 3) Uned in rection 2.
(Program to print the first thousand prime numbers 2) Used in section 1.
(Update variables that depend on \(j 20\) ) Uned in eection 14.
(Update variables that depend on ord 21, 25) Uned in rection 20.
(Variables of the program 4, 7, 12, 15, 17, 23, 24) Ured in rection 2.

\section*{APPENDIX B}

\section*{OVERALL COURSE STATISTICS}

This appendix contains the actual numbers for the distribution tables which were presented in the text.

Table 25 is a summary of the student classification distribution for the CS/1 course for the subject and comparison classes.

Table 25. Student Distribution by Classification (Actual)
\begin{tabular}{|c|c|c|c|c|c|}
\hline Semester & U1 & U2 & U3 & U4 & Total \\
\hline Fall \(90-\mathrm{H}\) & 28 & 6 & 1 & 1 & 36 \\
Fall \(92-\mathrm{H}\) & 29 & 7 & 6 & 0 & 42 \\
Fall \(93 \cdot \mathrm{H}\) & 26 & 11 & 0 & 1 & 38 \\
\hline
\end{tabular}

Table 26 is a summary of the student major distribution for the CS/1 course for the subject and comparison classes.

Table 26. Student Distribution by Major (Actual)
\begin{tabular}{|l|c|c|c|}
\hline Semester & CPSC/CSEN & Other & Total \\
\hline Fall \(90-\mathrm{H}\) & 20 & 16 & 36 \\
Fall \(92-\mathrm{H}\) & 25 & 17 & 42 \\
Fall \(93-\mathrm{H}\) & 29 & 9 & 38 \\
\hline
\end{tabular}

Table 27 is a summary of the overall grade distribution for the \(\mathrm{CS} / 1\) course for the subject and comparison classes.

Table 28 is a summary of the computer science major grade distribution for the CS/1 course for the subject and comparison classes.

Table 27. Overall Grade Distribution (Actual)
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline Semester & A & B & C & D & F & Other & Total \\
\hline Fall \(90-\mathrm{H}\) & 7 & 17 & 5 & 2 & 3 & 2 & 36 \\
Fall \(92-\mathrm{H}\) & 20 & 8 & 8 & 1 & 2 & 3 & 42 \\
Fall 93-H & 9 & 15 & 8 & 2 & 3 & 1 & 38 \\
\hline
\end{tabular}

Table 28. Grade Distribution for CPSC/CSEN Majors (Actual)
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline Semester & A & B & C & D & F & Other & Total \\
\hline Fall \(90-\mathrm{H}\) & 4 & 11 & 2 & 1 & 2 & 0 & 20 \\
Fall \(92-\mathrm{H}\) & 12 & 4 & 5 & 1 & 2 & 1 & 25 \\
Fall \(93-\mathrm{H}\) & 8 & 9 & 7 & 2 & 2 & 1 & 29 \\
\hline
\end{tabular}

Table 29 is a summary of the non-computer science major grade distribution for the \(\mathrm{CS} / 1\) course for the subject and comparison classes.

Table 29. Grade Distribution for Other Majors (Actual)
\begin{tabular}{|l|c|c|c|c|c|c|c|}
\hline Semester & A & B & C & D & F & Other & Total \\
\hline Fall \(90-\mathrm{H}\) & 3 & 6 & 3 & 1 & 1 & 2 & 16 \\
Fall \(92-\mathrm{H}\) & 8 & 4 & 3 & 0 & 0 & 2 & 17 \\
Fall 93-H & 1 & 6 & 1 & 0 & 1 & 0 & 9 \\
\hline
\end{tabular}

Table 30 is a summary of the overall grade distribution for the subsequent CS/2 course for those students in the subject and comparison classes.

Table 31 is a summary of the overall grade distribution for the Data Structures course for those students in the subject and comparison classes.

Table 30. Overall CS/2 Grade Distribution (Actual)
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline Semester & A & B & C & D & F & Other & Total \\
\hline Fall \(90-\mathrm{H}\) & 17 & 7 & 1 & 0 & 0 & 0 & 25 \\
Fall \(92-\mathrm{H}\) & 19 & 5 & 2 & 0 & 0 & 1 & 27 \\
Fall \(93-\mathrm{H}\) & 13 & 10 & 1 & 0 & 1 & 0 & 25 \\
\hline
\end{tabular}

Table 31. Overall Data Structures Grade Distribution (Actual)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline Semester & A & B & C & D & F & Total \\
\hline Fall \(90-\mathrm{H}\) & 4 & 12 & 3 & 0 & 0 & 19 \\
Fall \(92-\mathrm{H}\) & 11 & 3 & 5 & 2 & 1 & 22 \\
Fall \(93-\mathrm{H}\) & \(\mathbf{9}\) & 6 & 2 & 0 & 0 & 17 \\
\hline
\end{tabular}

\section*{APPENDIX C}

\section*{INDIVIDUAL COURSE STATISTICS}

This appendix consists of the individual statistics for the CS/1 classes upon which much of the validation is based.

The first 14 pages are the information for the students enrolled in the comparison classes. The first set of statistics (8 pages) is for the Fall 1990 honors class. This is followed by the information for the students enrolled in the Fall 1992 honors class (6 pages).

The remaining 8 pages are the information for the subject class which is made up of those students enrolled in the Fall 1993 honors class.
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\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & Class & Major & \[
\begin{array}{cc}
110 & 110 \\
\text { Total } & \text { Exam } \\
\text { Exams Average }
\end{array}
\] & \[
\begin{gathered}
110 \\
\text { Exam } \\
1
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Exam } \\
2
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Exam } \\
3
\end{gathered}
\] & \begin{tabular}{l}
110 \\
Final \\
Exam
\end{tabular} & Multiple Choice (69) & Design Problem (0) & Parm. Passing (0) & Linked Lists (0) & web mode (0) & WEB Program (0) \\
\hline Overall Standard Deviation: & & & & 11.06 & 12.26 & 11.53 & 10.81 & 6.2852 & & & & & \\
\hline Comp.Sci. Average: & & & & 83.7 & 77.6 & 69.89 & 76.32 & 52.211 & & & & & \\
\hline Comp.Sci. Standard Deviation: & & & & 11.82 & 11.13 & 9.673 & 7.901 & 4.4789 & & & & & \\
\hline Non-Major Average: & & & & 82.14 & 77.79 & 71.5 & 71.79 & 50.214 & & & & & \\
\hline Non-Major Standard Deviation: & & & & 9.797 & 13.74 & 13.61 & 13.37 & 7.9748 & & & & & \\
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\section*{Computer Science 110H - Fall 1990}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & \begin{tabular}{l}
140 \\
Total Programs
\end{tabular} & \begin{tabular}{l}
110 \\
Program Average
\end{tabular} & \[
\begin{gathered}
110 \\
\text { Lab } \\
1
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Design } \\
2
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Lab } \\
2
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Design } \\
3
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Lab } \\
3
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Design } \\
4
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Lab } \\
4
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Design } \\
5
\end{gathered}
\] & \[
\begin{aligned}
& 110 \\
& \text { Lab }
\end{aligned}
\] & \[
\begin{gathered}
110 \\
\text { Lab } \\
6
\end{gathered}
\] & \begin{tabular}{l}
110 \\
Lab \\
7
\end{tabular} \\
\hline Overall Standard Deviation: & & & 3.157 & & 2.055 & & 6.656 & & 8.435 & & 4.722 & 9.923 & 14.91 \\
\hline Comp.Sci. Average: & & & 99 & & 98.95 & & 93.6 & & 92.4 & & 94.78 & 91.56 & 94.83 \\
\hline Comp.Sci. Standard Deviation: & & & 3.391 & & 2.479 & & 8.351 & & 9.281 & & 3.583 & 10.16 & 3.833 \\
\hline Non-Major Average: & & & 98.93 & & 99.57 & & 94.93 & & 91.36 & & 93.29 & 81.36 & 85 \\
\hline Non-Major Standard Deviation: & & & 2.789 & & 1.116 & & 2.631 & & 7.006 & & 5.762 & 24.21 & 20.86 \\
\hline
\end{tabular}
Computer Science 110H - Fall 1990
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & Previous 110 Grade(s) & 110 Course Grade & \begin{tabular}{l}
\[
110
\] \\
Course \\
Points
\end{tabular} & \[
\begin{gathered}
\text { Subsequent } \\
110 \\
\text { Grade(s) }
\end{gathered}
\] & 120 Counse Grade & 120 Course Points & \[
\begin{gathered}
120 \\
\text { Sermester }
\end{gathered}
\] & Additional Semesters & Difference In Section & Difference In instructor & Difference In Semester & Increase In Grade \\
\hline \(390 \mathrm{H}-1\)
\(390 \mathrm{H}-2\) & & B & 3.00
1.00 & & A & 4.00 & 91A-201 & & 0.167 & 0.212 & 0.212 & 1.000 \\
\hline \(390 \mathrm{H}-3\) & & Q & & & & & & & & & & \\
\hline \(390 \mathrm{H}-4\) & & B & 3.00 & & B & 3.00 & 91A-202 & & -0.733 & -0.788 & -0.788 & 0.000 \\
\hline \(390 \mathrm{H}-5\) & & B & 3.00 & & A & 4.00 & 91A-201 & & 0.167 & 0.212 & 0.212 & 1.000 \\
\hline \(390 \mathrm{H}-6\) & & B & 3.00 & & B & 3.00 & 91-502 & & 0.067 & -0.229 & -0.229 & 0.000 \\
\hline \(390 \mathrm{H}-7\) & & A & 4.00 & & A & 4.00 & 91A-202 & & 0.267 & 0.212 & 0.212 & 0.000 \\
\hline \(390 \mathrm{H}-8\) & & B & 3.00 & & B & 3.00 & 91A-201 & & -0.833 & -0.788 & -0.788 & 0.000 \\
\hline \(390 \mathrm{H}-9\) & & B & 3.00 & & A & 4.00 & 91A-202 & & 0.267 & 0.212 & 0.212 & 1.000 \\
\hline 390H-10 & & B & 3.00 & & B & 3.00 & 91A-202 & & -0.733 & -0.788 & -0.788 & 0.000 \\
\hline 390H-11 & & A & 4.00 & & A & 4.00 & 91A-201 & & 0.167 & 0.212 & 0.212 & 0.000 \\
\hline 390H-12 & & C & 2.00 & & & & & & & & & \\
\hline \(390 \mathrm{H}-13\) & & B & 3.00 & & & & & & & & & \\
\hline 390H-14 & & B & 3.00 & & A & 4.00 & 91A-202 & & 0.267 & 0.212 & 0.212 & 1.000 \\
\hline 390H-15 & & A & 4.00 & & & & & & & & & \\
\hline \(390 \mathrm{H}-16\) & & F & 0.00 & & & & & & & & & \\
\hline \(390 \mathrm{H}-17\) & & B & 3.00 & & A & 4.00 & 91A-201 & & 0.167 & 0.212 & 0.212 & 1.000 \\
\hline 390H-18 & & A & 4.00 & & A & 4.00 & 94A-202 & & 0.267 & 0.212 & 0.212 & 0.000 \\
\hline 390H-19 & & F & 0.00 & & & & & & & & & \\
\hline 390H-20 & & A & 4.00 & & A & 4.00 & 93A-515 & & 0.571 & 1.126 & 1.126 & 0.000 \\
\hline \(390 \mathrm{H}-21\) & & B & 3.00 & & A & 4.00 & 91A-202 & & 0.267 & 0.212 & 0.212 & 1.000 \\
\hline 390H-22 & & C & 2.00 & & B & 3.00 & 91A-507 & & 0.417 & 0.07 & -0.013 & 1.000 \\
\hline \(390 \mathrm{H}-23\) & & a & & & & & & & & & & \\
\hline \(390 \mathrm{H}-24\) & & 8 & 3.00 & & C & 2.00 & 91A-505 & & -0.941 & -0.93 & -1.013 & -1.000 \\
\hline \(390 \mathrm{H}-25\) & & 8 & 3.00 & & A & 4.00 & 91A-202 & & 0.267 & 0.212 & 0.212 & 1.000 \\
\hline 3900-26 & & c & 2.00 & & & & & & & & & \\
\hline 390H-27 & & C & 2.00 & & A & 4.00 & 91A-201 & & 0.167 & 0.212 & 0.212 & 2.000 \\
\hline \(390 \mathrm{H}-28\)
\(390 \mathrm{H}-29\) & & C & 2.00
3.00 & & A & 4.00
4.00 & 91A-202
91 & & 0.267
0.167 & 0.212
0.212 & 0.212
0.212 & 2.000
1.000 \\
\hline \(390 \mathrm{H}-29\)
\(390 \mathrm{H}-30\) & & F & 3.00
0.00 & & A & & & & 0.167 & 0.212 & 0.212 & 1.000 \\
\hline 390H-31 & & D & 1.00 & A-91C & B & 3.00 & 92A-510 & & 0.154 & 0.071 & 0.071 & 2.000 \\
\hline 390H-32 & & B & 3.00 & & & & & & & & & \\
\hline \(390 \mathrm{H}-33\) & & B & 3.00 & & 8 & 3.00 & 91A-201 & & -0.833 & -0.788 & -0.788 & 0.000 \\
\hline 390H-34 & & A & 4.00 & & A & 4.00 & 91A-202 & & 0.267 & 0.212 & 0.212 & 0.000 \\
\hline 390H-35 & & B & 3.00 & & A & 4.00 & 91A-201 & & 0.167 & 0.212 & 0.212 & 1.000 \\
\hline 390H-36 & & A & 4.00 & & A & 4.00 & 91A-201 & & 0.167 & 0.212 & 0.212 & 0.000 \\
\hline Overall A & & & 2.676 & & & 3.64 & & & 0.02432 & 0.01392 & 0.00728 & 0.6 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & Previou 110 Grade(s) & 110 Cours Grade &  & \[
\begin{gathered}
\text { Subsequent } \\
110 \\
\text { Grade(s) }
\end{gathered}
\] & \begin{tabular}{l}
\[
120
\] \\
Course Grade
\end{tabular} &  & \begin{tabular}{l}
\[
120
\] \\
Semester
\end{tabular} & Additional Semesters & Difference In Section & Difference In Instructor & Difference In Semester & Increase In Grade \\
\hline Overall Standard Deviation: & & & 1.13 & & & 0.557 & & & 0.434491 & 0.464465 & 0.471307 & 0.748331 \\
\hline Comp.Sci. Average: & & & 2.7 & & & 3.667 & & & -0.01194 & -0.02594 & -0.03056 & 0.666667 \\
\hline Comp.Sci. Standard Deviation: & & & 1.145 & & & 0.577 & & & 0.430855 & 0.428494 & 0.438527 & 0.816497 \\
\hline Non-Major Average: & & & 2.643 & & & 2.5 & & & 0.0823 & 0.0815 & 0.0732 & 0.3 \\
\hline Non-Major Standard Deviation: & & & 1.109 & & & 1.688 & & & 0.354632 & 0.44884 & 0.449742 & 0.458258 \\
\hline
\end{tabular}
Computer Science 110H - Fall 1990
\begin{tabular}{|c|c|c|c|c|}
\hline & 210 Course Grade & \begin{tabular}{l}
210 \\
Course Points
\end{tabular} & \[
\begin{aligned}
& \text { Increase } \\
& \text { in } \\
& \text { Grade }
\end{aligned}
\] & \[
\begin{aligned}
& \text { GPA } \\
& \text { After } \\
& 210
\end{aligned}
\] \\
\hline 390H-1 & B & 3.00 & 0.000 & 3.000 \\
\hline \(390 \mathrm{H}-2\) & & & & \\
\hline \(390 \mathrm{H}-3\) & & & & \\
\hline \(390 \mathrm{H}-4\) & C & 2.00 & -1.000 & 2.214 \\
\hline \(390 \mathrm{H}-5\) & B & 3.00 & 0.000 & 2.543 \\
\hline 390H-6 & & & & \\
\hline \(390 \mathrm{H}-7\) & A & 4.00 & 0.000 & 3.404 \\
\hline \(390 \mathrm{H}-8\) & B & 3.00 & 0.000 & 2.676 \\
\hline \(390 \mathrm{H}-9\) & A & 4.00 & 1.000 & 3.125 \\
\hline \(390 \mathrm{H}-10\) & A & 4.00 & 1.000 & 3.438 \\
\hline \(390 \mathrm{H}-11\) & B & 3.00 & -1.000 & 3.674 \\
\hline 390H-12 & & & & \\
\hline 390H-13 & & & & \\
\hline 390H-14 & & & & \\
\hline 390H-15 & & & & \\
\hline 390H-16 & & - & & \\
\hline 390H-17 & B & 3.00 & 0.000 & 3.417 \\
\hline 390H-18 & C & 2.00 & -2.000 & 3.163 \\
\hline 390H-19 & & & & \\
\hline \(390 \mathrm{H}-20\) & & & & \\
\hline \(390 \mathrm{H}-21\). & B & 3.00 & 0.000 & 3.079 \\
\hline 390H-22 & & & & \\
\hline \(390 \mathrm{H}-23\) & & & & \\
\hline 390H-24 & & & & \\
\hline \(390 \mathrm{H}-25\) & B & 3.00 & 0.000 & 3.545 \\
\hline 390H-26 & & & & \\
\hline \(390 \mathrm{H}-27\) & B & 3.00 & 1.000 & 2.905 \\
\hline 390H-28 & B & 3.00 & 1.000 & 3.094 \\
\hline 390H-29 & B & 3.00 & 0.000 & 3.596 \\
\hline \(390 \mathrm{H}-30\) & & & & \\
\hline \(390 \mathrm{H}-31\) & C & 2.00 & 1.000 & 2.639 \\
\hline \(390 \mathrm{H}-32\) & & & & \\
\hline 390H-33 & B & 3.00 & 0.000 & 2.067 \\
\hline \(390 \mathrm{H}-34\) & A & 4.00 & 0.000 & 3.500 \\
\hline 390H-35 & & & & \\
\hline 390H-36 & B & 3.00 & -1.000 & 3.800 \\
\hline
\end{tabular}
Overall Average:

\section*{Computer Science 110H - Fall 1990}
\begin{tabular}{l|cccc|} 
& \begin{tabular}{cccc}
210 \\
Course \\
Grade
\end{tabular} & \begin{tabular}{c} 
Course \\
Points
\end{tabular} & \begin{tabular}{c} 
Increase \\
In \\
Grade
\end{tabular} & GPA \\
& & 210 \\
& & & & \\
& & 0.604691 & 0.794719 & 0.478 \\
Overall Standard Deviation: & & 3.0625 & 0.0625 & 3.058 \\
Comp.Sci. Average: & & 0.658478 & 0.826797 & 0.471 \\
Comp.Sci. Standard Deviation: & & 1 & -0.11111 & 1.105 \\
Non-Major Average: & & 1.414214 & 0.31427 & 1.585 \\
Non-Major Standard Daviation: & & & \\
\hline
\end{tabular}



\section*{Computer Science 110H - Fall 1992}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & Class & Major & \[
\begin{array}{cc}
110 & 110 \\
\text { Total } & \text { Exam } \\
\text { Exams Average }
\end{array}
\] & \[
\begin{gathered}
140 \\
\text { Exam } \\
1
\end{gathered}
\] & 110 Exam 2 & \[
\begin{gathered}
110 \\
\text { Exam } \\
3
\end{gathered}
\] & \begin{tabular}{l}
110 \\
Final \\
Exam
\end{tabular} & Multiple Choice (0) & Design Problem (32) & Parm. Passing (16) & Linked Lists (16) & web mode (0) & \begin{tabular}{l}
WEB Program \\
(0)
\end{tabular} \\
\hline 392H-39 & U1 & GEST & & & & & 150 & & 28 & 16 & 8 & & \\
\hline 392H-40 & U1 & CPSL & & & & & 176 & & 29 & 16 & 14 & & \\
\hline 392H-41 & U2 & MEEL & & & & & 193 & & 32 & 16 & 15 & & \\
\hline 392H-42 & U1 & CPSL & & & & & 152 & & 27 & 16 & 15 & & \\
\hline Overall Average: & & & & & & & 147 & & 26.703 & 15.459 & 10.972 & & \\
\hline Overall Standard Deviation: & & & & & & & 31.14 & & 4.2609 & 1.3675 & 4.3172 & & \\
\hline Comp.Sci. Average: & & & & & & & 138.9 & & 25.636 & 15.636 & 10.333 & & \\
\hline Comp.Sci. Standard Deviation: & & & & & & & 34.14 & & 4.1181 & 1.1499 & 4.8041 & & \\
\hline Non-Major Average: & & & & & & & 159 & & 28.267 & 15.2 & 11.867 & & \\
\hline Non-Major Standard Deviation: & & & & & & & 21 & & 3.9744 & 1.6 & 3.324 & & \\
\hline
\end{tabular}
Computer Science 110H－Fall 1992
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline  & O & \[
\begin{aligned}
& 8.8 \\
& \hline 0.0 \\
& \hline 0
\end{aligned}
\] & \[
\begin{aligned}
& 80 \\
& \text { io } \\
& \text { io }
\end{aligned}
\] & O O & \[
\begin{aligned}
& \mathrm{O} \\
& \hline
\end{aligned}
\] & \begin{tabular}{l}
앙융융ㅇㅇㅇㅇㅇㅇ \\
\(0 \div 000\)
\end{tabular} & 으으으으응 &  & Bo io io io & O \\
\hline  & \[
\stackrel{0}{\underset{0}{0}}
\] & Non No &  & \[
\begin{aligned}
& \text { p } \\
& \infty \\
& 0
\end{aligned}
\] & \[
\begin{aligned}
& \text { R } \\
& \text { ín }
\end{aligned}
\] &  N్ర్NOMO 000090 & \begin{tabular}{l}
®R～NN \\
900
\end{tabular} & \[
\begin{aligned}
& \text { R吅 } \\
& \text { O }
\end{aligned}
\] &  & N \\
\hline  & \[
\stackrel{\otimes}{\stackrel{N}{0}}
\] & 諮 &  & \[
\begin{aligned}
& \infty \\
& \substack{\infty \\
0}
\end{aligned}
\] &  &  N్ONMMM 000000 & NiNu
\[
900
\] &  & 登禁禁登 0 & N \\
\hline  & N & \[
{\underset{0}{N}}_{\substack{0}}
\] & Ni & \[
\begin{aligned}
& \text { O} \\
& \stackrel{\circ}{O}
\end{aligned}
\] & \[
\stackrel{\infty}{\infty}
\] &  &  & \[
\begin{gathered}
\mathbb{N}^{n} \\
\dot{8} \\
\hline
\end{gathered}
\] &  & \(\stackrel{\text { No }}{\text { ¢ }}\) \\
\hline \multicolumn{11}{|l|}{} \\
\hline  & \[
\begin{aligned}
& \text { n} \\
& \stackrel{0}{6} \\
& \stackrel{y}{6}
\end{aligned}
\] &  &  & \[
\begin{aligned}
& \text { D} \\
& \text { O} \\
& \text { O} \\
& \text { N }
\end{aligned}
\] &  &  &  &  & \begin{tabular}{l}
స్స్N～N安安 \\

\end{tabular} & N \\
\hline 無品品 & \[
\stackrel{8}{i}
\] & 8: & \[
\stackrel{\circ}{\circ} \mathrm{O}
\] & \[
\stackrel{8}{8}
\] & \[
\stackrel{\stackrel{\circ}{\circ}}{ }
\] & \[
88888888
\] & \[
\begin{aligned}
& 888 \\
& \text { ल암 }
\end{aligned}
\] & \[
\begin{aligned}
& 88 \\
& 80 \\
& \hline 0 \times 0
\end{aligned}
\] & \[
88888
\] & \(\stackrel{8}{8}\) \\
\hline 을융 & \(\infty\) & \(<0\) & ＜ロ & ＜ & Om & \(\lll \ll 0<\) & \(\infty \ll\) & ＜\(\quad\) m & \(\lll \ll\) & ＜ \\
\hline  & & < & & & & & & & & \\
\hline 온율웅웅 & \(\stackrel{8}{8}\) &  & \[
58
\] & 㐌 &  & \[
888
\] &  &  &  & \\
\hline 은 总若苞 & \multicolumn{10}{|l|}{} \\
\hline  & & & & & & & & & & \\
\hline
\end{tabular}
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\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & Previous 110 Grade(s) & 110 Course Grade &  & \[
\begin{gathered}
\text { Subsequent } \\
110 \\
\text { Grade(s) }
\end{gathered}
\] &  & 120 Course Points & 120 Semester & Additional Semesters & Difference In Section & Difference In Instructor & Difference in Semester & Increase In Grade \\
\hline 392H-39 & & B & 3.00 & & & & & & & & & \\
\hline 392H-40 & & A & 4.00 & & A & 4.00 & 93A-203 & & 0.25 & 0.205 & 0.205 & 0.000 \\
\hline 392H-41 & & A & 4.00 & & A & 4.00 & 93A-201 & & 0.187 & 0.205 & 0.205 & 0.000 \\
\hline \(392 \mathrm{H}-42\) & & A & 4.00 & & A & 4.00 & 93A-202 & & 0.182 & 0.205 & 0.205 & 0.000 \\
\hline Overall Average: & & & 3.103 & & & 3.654 & & & 0.032538 & 0.007385 & 0.007385 & 0.307692 \\
\hline Overall Standard Deviation: & & & 1.128 & & & 0.617 & & & 0.466156 & 0.512433 & 0.512433 & 0.773067 \\
\hline Comp.Sci. Average: & & & 3.045 & & & 3.5 & & & 0.039 & 0.0418 & 0.0418 & 0.45 \\
\hline Comp.Sci. Standard Deviation: & & & 1.147 & & & 0.975 & & & 0.48599 & 0.509299 & 0.509299 & 0.804674 \\
\hline Non-Major Average: & & & 3.333 & & & 2 & & & 0.080364 & 0.013727 & 0.013727 & 0 \\
\hline Non-Mlajor Stardard Deviation: & & & 0.789 & & & 1.907 & & & 0.129005 & 0.297249 & 0.297249 & 0 \\
\hline
\end{tabular}

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline  & \[
\begin{aligned}
& 8 \\
& \hline
\end{aligned}
\] & 응응 & \[
\begin{aligned}
& 88 \\
& 08 \\
& \text { NO }
\end{aligned}
\] & 응 & \begin{tabular}{l}
\(\circ\) \\
\hline 8 \\
\hline
\end{tabular} & \[
\begin{aligned}
& 8 \\
& 8 \\
& \hline
\end{aligned}
\] &  & 응
Nั &  & \[
\begin{aligned}
& 8.88 \\
& 0.8 \\
& 0.0 \\
& \hline 0
\end{aligned}
\] \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline & － & \[
\begin{aligned}
& \circ 8 \\
& \text { Mi }
\end{aligned}
\] & \[
\] & 8 & \(\bigcirc\) & \(\stackrel{+}{+}\) & \begin{tabular}{l}
용ㅇㅇㅇ \\
ががす。
\end{tabular} & \[
\begin{aligned}
& \text { 옹 } \\
& \text { N }
\end{aligned}
\] & \[
\] & \[
\begin{aligned}
& 888 \\
& \text { N } 8+
\end{aligned}
\] \\
\hline 으욱 을 & & & & & & & & & & \\
\hline
\end{tabular}


\section*{Computer Science 110H - Fall 1992}
\begin{tabular}{|c|c|c|c|c|}
\hline & \[
\begin{aligned}
& 210 \\
& \text { Course }
\end{aligned}
\]
Grade & 210
Course Points & Increase in Grade & \begin{tabular}{l}
GPA \\
After \\
210
\end{tabular} \\
\hline 392H-39 & & & & \\
\hline 392H-40 & & & & \\
\hline 392H-41 & A & 4.00 & 0.000 & 3.652 \\
\hline 392H-42 & A & 4.00 & 0.000 & 3.875 \\
\hline Overall Average: & & 2.954545 & -0.36364 & 2.863 \\
\hline Overall Standard Deviation: & & 1.223901 & 1.226431 & 0.689 \\
\hline Comp.Sci. Average: & & 2.736842 & -0.15789 & 2.475 \\
\hline Comp.Sci. Standard Deviation: & & 1.331485 & 1.088851 & 1.061 \\
\hline Non-Major Average: & & 1.333333 & -0.22222 & 1.427 \\
\hline Non-Major Standard Deviation: & & 1.885618 & 0.628539 & 1.664 \\
\hline
\end{tabular}
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Computer Science 110H - Fall 1993
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & Class & Major & \[
\begin{array}{cc}
110 & 110 \\
\text { Total Exam } \\
\text { Exams Average }
\end{array}
\] & 110 Exain 1 & 110 Exam 2 & \[
\begin{gathered}
110 \\
\text { Exam } \\
3
\end{gathered}
\] & \begin{tabular}{l}
110 \\
Final \\
Exam
\end{tabular} & Multiple Choice (80) & Design Problem (12) & \begin{tabular}{l}
Parm. Passing \\
(4)
\end{tabular} & Linked Lists (4) & web mode (5) & WEB Program (15) \\
\hline Overall Average: & & & & 78.58 & 74.65 & 75.38 & 150 & 61.811 & 9.1892 & 3.5946 & 1.9444 & 3.3243 & 11.27 \\
\hline Overall Standard Deviation & & & & 10.23 & 12.31 & 13.35 & 24.42 & 9.8168 & 2.8649 & 1.0256 & 2.0131 & 1.4342 & 1.6216 \\
\hline Comp.Sci. Average: & & & & 79.97 & 74.68 & 76.04 & 152 & 62.25 & 9.1429 & 3.6429 & 2.1481 & 3.1429 & 11.536 \\
\hline Comp.Sci. Standard Deviation: & & & & 10.91 & 13.31 & 14.78 & 24.85 & 10.041 & 2.8374 & 0.934 & 2.1723 & 1.5972 & 1.4996 \\
\hline Non-Major Average: & & & & 74.11 & 74.56 & 73.33 & 144 & 60.444 & 9.3333 & 3.4444 & 1.3333 & 3.8889 & 10.444 \\
\hline Non-Major Standard Deviation: & & & & 5.626 & 8.5 & 6.96 & 21.97 & 8.9457 & 2.9439 & 1.2571 & 1.2472 & 0.3143 & 1.7069 \\
\hline
\end{tabular}

\section*{웅N}
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\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \[
1
\] & \begin{tabular}{l}
110 \\
Total Programs
\end{tabular} & Average & \begin{tabular}{l}
110 \\
Lab \\
1
\end{tabular} & \[
\begin{gathered}
110 \\
\text { Design } \\
2
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Lab } \\
2
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Design } \\
3
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Lab } \\
3
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Design }
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Lab } \\
4
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Design } \\
5
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Lab } \\
5
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\operatorname{Lab} \\
6
\end{gathered}
\] & \[
\begin{gathered}
110 \\
\text { Lab } \\
7
\end{gathered}
\] \\
\hline Overall Average: & & & 89.81 & 41.55 & 85.83 & 41.81 & 87.81 & 44.22 & 77.88 & 44.89 & 76.55 & 75.71 & \\
\hline Overall Standard Deviation & & & 14.75 & 8.456 & 22.29 & 8.508 & 22.99 & 5.241 & 23.67 & 5.365 & 32.45 & 34.71 & \\
\hline Comp.Sci. Average: & & & 88.54 & 40.28 & 85.04 & 40.93 & 88.52 & 43.75 & 78.76 & 44.15 & 75.92 & 75.42 & \\
\hline Comp.Sci. Standard Deviation: & & & 16.06 & 9.243 & 23.51 & 9.269 & 20.12 & 5.711 & 23.79 & 5.804 & 32.48 & 34.91 & \\
\hline Non-Major Average: & & & 93.78 & 45.67 & 88.22 & 44.88 & 85.67 & 45.67 & 75.44 & 47.38 & 78.5 & 76.63 & \\
\hline Non-Major Standard Deviation: & & & 8.417 & 2.108 & 17.92 & 3.586 & 29.87 & 2.944 & 23.17 & 2.058 & 32.26 & 34.04 & \\
\hline
\end{tabular}
Computer Science 110H - Fall 1993
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline  &  &  &  & \[
\begin{aligned}
& 8 \\
& \hline 0 \\
& 0
\end{aligned}
\] & \(\stackrel{8}{\circ}\) &  & O & 808 &  \\
\hline  &  & Nơo &  &  & \(\bigcirc\) & 당웅 & 0 & Nợ & FFAN \\
\hline  & Rnen &  &  90 P &  & \(\stackrel{\sim}{\square}\) &  & \(\stackrel{0}{0}\) & \[
\begin{aligned}
& \text { non } \\
& \text { OiO } \\
& 0
\end{aligned}
\] &  \\
\hline  &  & \[
\stackrel{N}{M}
\] &  & \[
\begin{aligned}
& \mathbf{\infty} \\
& \stackrel{0}{0} \\
& \hline
\end{aligned}
\] & \(\stackrel{0}{\circ}\) & 骨资 & \[
\begin{aligned}
& \text { N} \\
& \underset{N}{\text { on }}
\end{aligned}
\] & FiN &  \\
\hline
\end{tabular}


\section*{Computer Science 110H - Fall 1993}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & \[
\begin{aligned}
& \text { Previous } \\
& 110 \\
& \text { Grade(s }
\end{aligned}
\] & 110 Course Grade & \begin{tabular}{l}
110 \\
Course \\
Points
\end{tabular} & \[
\begin{gathered}
\text { Subsequent } \\
110 \\
\text { Grade(s) }
\end{gathered}
\] &  & 120
Course Points & \begin{tabular}{l}
\[
120
\] \\
Semester
\end{tabular} & Additional Semesters & Difference In Section & Difference In Instructor & Difference In Semester & Increase in Grade \\
\hline Overall Average: & & & 2.676 & & & 3.36 & & & 0.064 & 0.0504 & 0.0908 & 0.2 \\
\hline Overall Standard Deviation & & & 1.14 & & & 0.889 & & & 0.922045 & 0.967559 & 0.990498 & 0.848528 \\
\hline Comp.Sci. Average: & & & 2.679 & & & 3.286 & & & -0.012 & -0.05562 & -0.02195 & 0.142857 \\
\hline Comp.Sci. Standard Deviation: & & & 1.167 & & & 0.933 & & & 0.98665 & 1.005865 & 1.026955 & 0.888322 \\
\hline Non-Major Average: & & & 2.667 & & & 2.5 & & & 0.308667 & 0.404667 & 0.455167 & 0.333333 \\
\hline Non-Major Standard Deviation: & & & 1.054 & & & 1.803 & & & 0.237647 & 0.442191 & 0.471297 & 0.471405 \\
\hline
\end{tabular}

Computer Science 110H - Fall 1993
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline 1 & \[
\begin{gathered}
210 \\
\text { Course } \\
\text { Grade }
\end{gathered}
\] & 210 Course Points & Increase In Grade & \[
\begin{aligned}
& \text { GPA } \\
& \text { After } \\
& 210
\end{aligned}
\] & Problem Solving Pre-Test(20) & Problem Solving Exam 1(20) & Problem Solving Exam 2(25) & Problem Solving Exam 3(25) & Problem Solving Final (12) \\
\hline Overall Average: & & 3.411765 & 0.117647 & 3.175 & 14.52632 & 15.76316 & 16.78378 & 20.21622 & 9.189189 \\
\hline Overall Standard Deviation & & 0.69102 & 0.899827 & 0.476 & 4.956319 & 2.355667 & 4.603965 & 3.691738 & 2.864865 \\
\hline Comp.Sci. Average: & & 3.285714 & 0 & 3.163 & 14.7931 & 15.93103 & 16.42857 & 20.07143 & 9.142857 \\
\hline Comp.Sci. Standard Deviation: & & 0.699854 & 0.92582 & 0.506 & 5.390792 & 2.37706 & 4.96724 & 3.963481 & 2.837432 \\
\hline Non-Major Average: & & 2.4 & 0.4 & 1.939 & 13.66667 & 15.22222 & 17.88889 & 20.66667 & 9.333333 \\
\hline Non-Major Standard Deviation: & & 1.959592 & 0.489898 & 1.599 & 3.018462 & 2.199888 & 2.960647 & 2.624669 & 2.94392 \\
\hline
\end{tabular}

\section*{APPENDIX D}

\section*{INDIVIDUAL PROBLEM SOLVING TEST STATISTICS}

This appendix consists of the individual statistics for the problem solving portion of each exam for the test study CS/ 1 class. The total points possible for the Pre-Test, Exam 1, Exam 2, Exam 3, and the Final Exam were \(\hat{\Sigma} 0,2 \bar{u}, 25,25\), and 12, respectively.

Table 32. Problem Solving Statistics (Actual)
\begin{tabular}{|l|c|c|c|c|c|}
\hline Student & Pre-Test & Exam 1 & Exam 2 & Exam 3 & Final Exam \\
\hline \(393-1\) & 12 & 14 & 6 & 20 & 10 \\
\(393-2\) & 16 & 14 & 19 & 20 & 12 \\
\(393-3\) & 12 & 16 & 17 & 22 & 9 \\
\(393-4\) & 20 & 14 & 15 & 22 & 12 \\
\(393-5\) & 20 & 18 & 18 & 25 & 7 \\
\(393-6\) & 18 & 14 & 13 & 18 & 9 \\
\(393-7\) & 2 & 16 & 5 & 7 & 2 \\
\(393-8\) & 3 & 10 & & & \\
\(393-9\) & 15 & 16 & 21 & 21 & 7 \\
\(393-10\) & 17 & 18 & 17 & 21 & 12 \\
\(393-11\) & 18 & 14 & 13 & 22 & 12 \\
\(393-12\) & 19 & 16 & 16 & 12 & 8 \\
\(393-13\) & 18 & 16 & 18 & 18 & 12 \\
\(393-14\) & 14 & 20 & 22 & 24 & 2 \\
\(393-15\) & 13 & 18 & 17 & 23 & 12 \\
\(393-16\) & 0 & 18 & 14 & 18 & 9 \\
\(393-17\) & 20 & 14 & 19 & 22 & 12 \\
\(393-18\) & 21 & 14 & 21 & 23 & 12 \\
\(393-19\) & 15 & 16 & 15 & 22 & 9 \\
\(393-20\) & 20 & 20 & 24 & 24 & 7 \\
\(393-21\) & 15 & 16 & 21 & 22 & 12 \\
\(393-22\) & 17 & 14 & 14 & 16 & 7 \\
\(393-23\) & 10 & 16 & 24 & 20 & 12 \\
\(393-24\) & 16 & 14 & 16 & 25 & 12 \\
\(393-25\) & 11 & 16 & 12 & 14 & 8 \\
\(393-26\) & 15 & 18 & 21 & 25 & 8 \\
\(393-27\) & 16 & 12 & 24 & 22 & 12 \\
\(393-28\) & 13 & 16 & 16 & 20 & 8 \\
\(393-29\) & 19 & 16 & 16 & 19 & 7 \\
\(393-30\) & 9 & 20 & 15 & 18 & 2 \\
\(393-31\) & 9 & 16 & 18 & 24 & 9 \\
\(393-32\) & 16 & 13 & 22 & 20 & 10 \\
\(393-33\) & 14 & 18 & 9 & 19 & 8 \\
\(393-34\) & 14 & 14 & 14 & 18 & 9 \\
\(393-35\) & 14 & 14 & 15 & 17 & 10 \\
\(393-36\) & 18 & 12 & 23 & 25 & 12 \\
\(393-37\) & 21 & 20 & 20 & 18 & 12 \\
\(393-38\) & 12 & 18 & 11 & 21 & 7 \\
\hline & & & & & \\
\hline
\end{tabular}

\section*{APPENDIX E}

\section*{SUMMARY CS/2 COURSE STATISTICS}

Tables 33, 34, 35, and 36 are summaries of the statistics for the CS/2 classes upon which some of the validation is based.

Information for each CS/2 course from the Spring 1991 semester through the Spring 1994 semester is included.

Table 33. CS/2 Course Statistics - 1991
\begin{tabular}{|l|c|c|c|c|c|}
\hline Semester & Section & Instructor & Semester GPA & Section GPA & Instructor GPA \\
\hline Spring 91 & 201 & I-1 & 3.788 & 3.833 & 3.788 \\
Spring 91 & 202 & I-1 & 3.788 & 3.733 & 3.788 \\
Spring 91 & 501 & I-1 & 3.013 & 3.278 & 2.930 \\
Spring 91 & 502 & I-1 & 3.013 & 3.118 & 2.930 \\
Spring 91 & 503 & I-1 & 3.013 & 3.063 & 2.930 \\
Spring 91 & 504 & I-1 & 3.013 & 2.765 & 2.930 \\
Spring 91 & 505 & I-1 & 3.013 & 2.941 & 2.930 \\
Spring 91 & 506 & I-1 & 3.013 & 2.571 & 2.930 \\
Spring 91 & 507 & I-1 & 3.013 & 2.583 & 2.930 \\
Spring 91 & 508 & I-1 & 3.013 & 2.875 & 2.930 \\
Spring 91 & 509 & I-1 & 3.013 & 3.111 & 2.930 \\
Spring 91 & 510 & I-1 & 3.013 & 2.769 & 2.930 \\
Spring 91 & 511 & I-2 & 3.013 & 3.375 & 3.203 \\
Spring 91 & 512 & I-2 & 3.013 & 3.125 & 3.203 \\
Spring 91 & 513 & I-2 & 3.013 & 3.357 & 3.203 \\
Spring 91 & 514 & I-2 & 3.013 & 3.222 & 3.203 \\
Spring 91 & 515 & I-2 & 3.013 & 3.000 & 3.203 \\
Summer 91 & 302 & I-1 & 3.347 & 2.769 & 3.347 \\
Summer 91 & 303 & I-1 & 3.347 & 3.417 & 3.347 \\
Summer 91 & 305 & I-1 & 3.347 & 3.538 & 3.347 \\
Summer 91 & 306 & I-1 & 3.347 & 3.727 & 3.347 \\
Fall 91 & 501 & I-3 & 3.229 & 3.500 & 3.229 \\
Fall 91 & 502 & I-3 & 3.229 & 2.933 & 3.229 \\
Fall 91 & 503 & I-3 & 3.229 & 3.063 & 3.229 \\
Fall 91 & 504 & I-3 & 3.229 & 3.250 & 3.229 \\
Fall 91 & 505 & I-3 & 3.229 & 3.300 & 3.229 \\
Fall 91 & 506 & I-3 & 3.229 & 3.412 & 3.229 \\
Fall 91 & 507 & I-3 & 3.229 & 3.313 & 3.229 \\
Fall 91 & 508 & I-3 & 3.229 & 3.235 & 3.229 \\
Fall 91 & 509 & I-3 & 3.229 & 3.294 & 3.229 \\
Fall 91 & 510 & I-3 & 3.229 & 3.588 & 3.229 \\
Fall 91 & 511 & I-3 & 3.229 & 3.118 & 3.229 \\
Fall 91 & 512 & I-3 & 3.229 & 3.000 & 3.229 \\
Fall 91 & 514 & I-3 & 3.229 & 3.091 & 3.229 \\
Fall 91 & 515 & I-3 & 3.229 & 3.111 & 3.229 \\
\hline
\end{tabular}

Table 34. CS/2 Course Statistics - 1992
\begin{tabular}{|l|c|c|c|c|c|}
\hline Semester & Section & Instructor & Semester GPA & Section GPA & Instructor GPA \\
\hline Spring 92 & 201 & I-1 & 3.372 & 3.294 & 3.372 \\
Spring 92 & 202 & I-1 & 3.372 & 3.353 & 3.372 \\
Spring 92 & 203 & I-1 & 3.372 & 3.556 & 3.372 \\
Spring 92 & 501 & I-1 & 2.929 & 2.867 & 2.929 \\
Spring 92 & 502 & I-1 & 2.929 & 2.333 & 2.929 \\
Spring 92 & 503 & I-1 & 2.929 & 2.647 & 2.929 \\
Spring 92 & 504 & I-1 & 2.929 & 2.600 & 2.929 \\
Spring 92 & 505 & I-1 & 2.929 & 3.067 & 2.929 \\
Spring 92 & 506 & I-1 & 2.929 & 2.818 & 2.929 \\
Spring 92 & 507 & I-1 & 2.929 & 3.100 & 2.929 \\
Spring 92 & 508 & I-1 & 2.929 & 3.118 & 2.929 \\
Spring 92 & 509 & I-1 & 2.929 & 2.692 & 2.929 \\
Spring 92 & 510 & I-1 & 2.929 & 2.846 & 2.929 \\
Spring 92 & 511 & I-1 & 2.929 & 3.167 & 2.929 \\
Spring 92 & 512 & I-1 & 2.929 & 3.353 & 2.929 \\
Spring 92 & 513 & I-1 & 2.929 & 2.769 & 2.929 \\
Spring 92 & 514 & I-1 & 2.929 & 3.385 & 2.929 \\
Spring 92 & 515 & I-1 & 2.929 & 3.143 & 2.929 \\
Spring 92 & 516 & I-1 & 2.929 & 3.182 & 2.929 \\
Summer 92 & 302 & I-1 & 2.923 & 3.000 & 2.923 \\
Summer 92 & 303 & I-1 & 2.923 & 3.000 & 2.923 \\
Summer 92 & 304 & I-1 & 2.923 & 2.700 & 2.923 \\
Fall 92 & 502 & I-1 & 3.123 & 3.375 & 3.123 \\
Fall 92 & 503 & I-1 & 3.123 & 3.000 & 3.123 \\
Fall 92 & 504 & I-1 & 3.123 & 2.588 & 3.123 \\
Fall 92 & 505 & I-1 & 3.123 & 2.889 & 3.123 \\
Fall 92 & 506 & I-1 & 3.123 & 3.563 & 3.123 \\
Fall 92 & 508 & I-1 & 3.123 & 3.438 & 3.123 \\
Fall 92 & 509 & I-1 & 3.123 & 2.944 & 3.123 \\
Fall 92 & 510 & I-1 & 3.123 & 3.118 & 3.123 \\
Fall 92 & 511 & I-1 & 3.123 & 3.188 & 3.123 \\
Fall 92 & 513 & I-1 & 3.123 & 3.353 & 3.123 \\
Fall 92 & 514 & I-1 & 3.123 & 3.263 & 3.123 \\
Fall 92 & 515 & I-1 & 3.123 & 2.833 & 3.123 \\
\hline
\end{tabular}

Table 35. CS/2 Course Statistics - 1993
\begin{tabular}{|l|c|c|c|c|c|}
\hline Semester & Section & Instructor & Semester GPA & Section GPA & Instructor GPA \\
\hline Spring 93 & 201 & \(\mathrm{I}-1\) & 3.795 & 3.813 & 3.795 \\
Spring 93 & 202 & \(\mathrm{I}-1\) & 3.795 & 3.818 & 3.795 \\
Spring 93 & 203 & \(\mathrm{I}-1\) & 3.795 & 3.750 & 3.795 \\
Spring 93 & 501 & \(\mathrm{I}-1\) & 2.874 & 2.167 & 2.874 \\
Spring 93 & 502 & \(\mathrm{I}-1\) & 2.874 & 3.400 & 2.874 \\
Spring 93 & 503 & \(\mathrm{I}-1\). & 2.874 & 3.250 & 2.874 \\
Spring 93 & 505 & \(\mathrm{I}-1\) & 2.874 & 2.800 & 2.874 \\
Spring 93 & 506 & \(\mathrm{I}-1\) & 2.874 & 2.833 & 2.874 \\
Spring 93 & 507 & \(\mathrm{I}-1\) & 2.874 & 2.235 & 2.874 \\
Spring 93 & 509 & \(\mathrm{I}-1\) & 2.874 & 3.111 & 2.874 \\
Spring 93 & 510 & \(\mathrm{I}-1\) & 2.874 & 2.900 & 2.874 \\
Spring 93 & 511 & \(\mathrm{I}-1\) & 2.874 & 2.882 & 2.874 \\
Spring 93 & 512 & \(\mathrm{I}-1\) & 2.874 & 3.000 & 2.874 \\
Spring 93 & 513 & \(\mathrm{I}-1\) & 2.874 & 3.167 & 2.874 \\
Spring 93 & 514 & \(\mathrm{I}-1\) & 2.874 & 2.714 & 2.874 \\
Spring 93 & 515 & \(\mathrm{I}-1\) & 2.874 & 3.429 & 2.874 \\
Spring 93 & 516 & \(\mathrm{I}-1\) & 2.874 & 2.769 & 2.874 \\
Summer 93 & 301 & \(\mathrm{I}-2\) & 3.233 & 2.933 & 2.933 \\
Summer 93 & 303 & \(\mathrm{I}-4\) & 3.233 & 3.533 & 3.533 \\
Fall 93 & 501 & \(\mathrm{I}-1\) & 3.121 & 2.692 & 3.121 \\
Fall 93 & 502 & \(\mathrm{I}-1\) & 3.121 & 3.214 & 3.121 \\
Fall 93 & 503 & \(\mathrm{I}-1\) & 3.121 & 3.267 & 3.121 \\
Fall 93 & 504 & \(\mathrm{I}-1\) & 3.121 & 3.000 & 3.121 \\
Fall 93 & 505 & \(\mathrm{I}-1\) & 3.121 & 3.000 & 3.121 \\
Fall 93 & 507 & \(\mathrm{I}-1\) & 3.121 & 3.267 & 3.121 \\
Fall 93 & 508 & \(\mathrm{I}-1\) & 3.121 & 2.944 & 3.121 \\
Fall 93 & 509 & \(\mathrm{I}-1\) & 3.121 & 3.000 & 3.121 \\
FFal 93 & 510 & \(\mathrm{I}-1\) & 3.121 & 3.250 & 3.121 \\
Fall 93 & 511 & \(\mathrm{I}-1\) & 3.121 & 2.313 & 3.121 \\
Fall 93 & 512 & \(\mathrm{I}-1\) & 3.121 & 3.571 & 3.121 \\
Fall 93 & 513 & \(\mathrm{I}-1\) & 3.121 & 3.765 & 3.121 \\
Fall 93 & 514 & \(\mathrm{I}-1\) & 3.121 & 3.188 & 3.121 \\
\hline
\end{tabular}

Table 36. CS/2 Course Statistics - 1994
\begin{tabular}{|l|c|c|c|c|c|}
\hline Semester & Section & Instructor & Semester GPA & Section GPA & Instructor GPA \\
\hline Spring 94 & 201 & I-1 & 3.500 & 3.600 & 3.500 \\
Spring 94 & 202 & I-1 & 3.500 & 3.235 & 3.500 \\
Spring 94 & 203 & \(\mathrm{I}-1\) & 3.500 & 3.688 & 3.500 \\
Spring 94 & 501 & \(\mathrm{I}-1\) & 2.923 & 3.389 & 3.024 \\
Spring 94 & 502 & \(\mathrm{I}-1\) & 2.923 & 2.824 & 3.024 \\
Spring 94 & 503 & \(\mathrm{I}-1\) & 2.923 & 3.471 & 3.024 \\
Spring 94 & 504 & \(\mathrm{I}-1\) & 2.923 & 2.643 & 3.024 \\
Spring 94 & 505 & \(\mathrm{I}-1\) & 2.923 & 2.625 & 3.024 \\
Spring 94 & 506 & \(\mathrm{I}-1\) & 2.923 & 3.333 & 3.024 \\
Spring 94 & 507 & \(\mathrm{I}-1\) & 2.923 & 3.000 & 3.024 \\
Spring 94 & 509 & \(\mathrm{I}-1\) & 2.923 & 2.600 & 3.024 \\
Spring 94 & 510 & \(\mathrm{I}-5\) & 2.923 & 2.706 & 2.765 \\
Spring 94 & 511 & \(\mathrm{I}-5\) & 2.923 & 2.938 & 2.765 \\
Spring 94 & 513 & \(\mathrm{I}-5\) & 2.923 & 2.895 & 2.765 \\
Spring 94 & 514 & \(\mathrm{I}-5\) & 2.923 & 2.529 & 2.765 \\
Spring 94 & 515 & \(\mathrm{I}-5\) & 2.923 & 2.750 & 2.765 \\
\hline
\end{tabular}

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

\section*{APPENDIX F}

\section*{STUDENT REACTIONS TO WEB}

The following are reproductions of reports submitted by the Fall 1993 test study group at the end of the semester. The students were asked to state what they expected from the class and why, their initial reaction to web programming, and and their current reaction/feeling to web programming. The reports were reproduced as written, with no corrections to spelling or grammar.
\(\qquad\)

Circle the appropriate response to each of the questions below.
Please answer each of the questions to the best of your ability based on the student's written evaluation. If there is nothing in the evaluation to give you feedback on a particular item, select the 'Not Discussed' option.
1. What was the student's original reaction to being told they were going to learn something called WEB?
\begin{tabular}{cccccc}
0 & 1 & 2 & 3 & 4 & 5 \\
\begin{tabular}{cccc} 
Not & Upset & Unhappy & Worth \\
Discussed & & & Looking
\end{tabular} & Enthusisgtic
\end{tabular}
2. What do you believe the student's expectation of the class was coming into the clase?
\begin{tabular}{cccccc}
0 & 1 & 2 & 3 & 4 & 5 \\
\begin{tabular}{c} 
Not \\
Discussed
\end{tabular} & \begin{tabular}{c} 
Beginning \\
cS Courge
\end{tabular} & & \begin{tabular}{l} 
Turbo \\
Pascal
\end{tabular} & & \begin{tabular}{l} 
Problem Solving \\
and Programming
\end{tabular}
\end{tabular}
3. What was the student's reaction to the emacs editor?
\begin{tabular}{cccccc}
0 & 1 & 2 & 3 & 4 & 5 \\
Not & Poor & Fair & Average & Good & Excellent
\end{tabular}
4. What was the student's reaction to TeX?
\begin{tabular}{cccccc}
0 & 1 & 2 & 3 & 4 & 5 \\
Not & Poor & Fair & Average & Good & Excellent
\end{tabular}
5. What was the student's reaction to WEB programang?
\begin{tabular}{cccccc}
0 & 1 & 2 & 3 & 4 & 5 \\
Not Poor & Fair & Average & Good & Excellent
\end{tabular}
6. How well did the student underatand the overall WEB process/concepts?
\begin{tabular}{cccccc}
0 & 1 & 2 & 3 & 4 & 5 \\
Not & Poor & Fair & Average & Good & Excellent
\end{tabular}

\section*{My Expectations and Reactions to Web Programming}

My original expectations for this class weren't too high. Belore class started, I fell Hal inis was jusi a hinderance to getling on to real, usetul programming in \(C\) and that Pascal was jusl a necessary evil. I already have some progromming experience in C so Pascal seemed to be a slep down for me and I was anxious to gel on with bigger and betier Hings. I've since re-evaluated my Itinking as I've Iound Pascal helplut for strengthening some of my C knowledge and an inferesting language ilsell that has some very Interesting bld brothers (Moctula-2 and Oberor-2). I've also found this class Inferesing dise to the literale programming we are doing.

Initially, I was very excited about literale programming as it was something now and dilterent. I was neat to know that we were privileged enough to be the first undergraduale class to gal to Ity out this method of programming. It was also Interesting to find out that farge companias employ thls method of progromming; something of greal value to me as I wanl to leam things thal I can readily apply outside of college. The format for programming in web mode, initlolly, seemed helpful tor locusing on the problem and I could delinility see the advantages it hod for mainioining code.

Currenty ! have a ! wrobloms with wob programming. Firsi, it seems that I'm doing alol of redundain, unnecessary writing/programming. Ifind myself listing oul sometting lor the \(T_{\varepsilon} X\) document only to be typing out a similar lisl tor the Pascal code. Second, I strongly dislike the implementation of emacs we are using. It's entirely antiquated and its user infariaca (or lack thereof) is very poor. I feel like I'm back using Word Perfect \(\mathbf{v 1 . 0}\) when I know Word Periect v6.0 or whalever is out there. Finally, when working with complicaled programs, like lob 4, the wab style seems to gel in the way otol and I find myself getting langled (no pun intended) when itying to change things or when trying to get things to work.

\section*{Great Expectations?}

\section*{1. What did you expect from this class and why?}

I expected, from Computer Programming I IIonors (CPSC 110 H ), a challenging PASC.AL class with group analyses and discussions, group projects, and a large main project for the end of the semester. I believed this because that is what I have been associated with in all of my Honors programs before. I expected the learning of PASCAL to be quick and in depth so that by the end of the semester we could do many interesting and complicated things with the computers.

\section*{2. What was your reaction/acceptance to web programming?}

My initial reaction to web programming was total disgust. I felt that I had been tricked into a course which was just off the chalkboard. We were told that we were guinea pigs, and I felt like it. If I did not enjoy PASCAL, computer programming, and a new challenge 80 much, I would have dropped the course and changed into the regular 110 class which is all PASCAL. Therefore, my initial reaction to the web was surprise, but I accepted it because it was a new horizon that I knew nothing about.

\section*{3. What are your current reactions/acceptances/feelings/. to web programming? How? and Why?}

Although I was disappointed with the class structure in the beginning, I have begun to grow anached to web programming. Just as in all progranss, there are dhings thal are speciai that I like better than other programs, but there are also the things that I find annoying.

I like the way webs produce such nice documentation. It is very understandable, and it looks very organized and professional. It makes me feel good when I finish a program and il comes out with such a nice outpul along with a program.

On the other hand, there are many things that I do not care for in web programming. For the keys are not always what they seem, like the backspace key for example. Those things are hard to get used to. Another thing is the continuous auto-save function. It is really distracting and it can break your concentration casily having to wait on the computer. Finally, the lack of knowledge that we were given on the webbing was also a disappointunent. The program designs could have been even better and more exciting if we would have had a litte more information.

My Thoughts On Tex and WEB In The Comp Sci 110 H Atmosphere
```

I. What did you expect from this class and why?
Unlike the ususal computer science 110-H student. I am neither a
freshman or a computer science major. I took tne class because I liked
learning about the computer, and I wanted to be able to use a variety of
high level languages proficently. l took a regular programming class my
freshman year, and I was bored to tears. I took an honors class in the hopes
of learning useful applications of pascal and naving mentally stimulating
programs that would challenge my intellect, not just my ablitity to enter
code.
II. What was your reaction to WEB inltially?
At first, I felt confused. Like most young adults. I am very eager to
learn, and when knowledge is kept from me. I get very frustrated and confused
I wanted to learn about the WEB and Tex immediately. I felt that the
Information was not given out in an organized manner, and thus I really
dign't view WEB as important or necessarily useful. Maybe if it nad deen
taught in a more organized manner. I woula have placed more importance on
1t. However. I was impressed by what services the wEB could offer a programmer.
I could definately understand its usefulness to a programmer who had the
responsiolity of a project like X-Windows, and I also understood that it
was necessary for me to learn now to manipulate it with relatively simple
programs first. Ovarall, despite betng sceptical. I was perfectly willing
to give WEB a chance.
III. What are your reactions to WEB now?
Now that I know much more about WEB and Tex. l can utilize more of
its features and can appreciate it's value more. However, I feel that a
way of documentation that requires less work by the programmer will evolve
and that WEB is just a phase in the developement of such a tool. I am glad
that I am learning it, and l do feel that it has a proper place in the
comp sci 110-H class, but d also think tnat future classes will be using
Other methods of documentation and organization for thetr programs.

```

\section*{Assignment \#1}
1. What did I expect from this class and why?

I expected a challenging progranming course in which we would learn vast amounts of PASCAL quickly. Through our knowledge of PASCAL. I expected to write complex prograns that went above and beyond the programs I had previously written in high school. Through these programs, I expected to acquire complex problem solving skills as well.
2. What was your reaction/acceptance to Web programming initially and why?

Initially I didn't like Web programming. I thought it pretty senseless, had no meaning except to take up more of our time. I thought that there wouldn't be practical benefits from knowing Web. I have never really liked documenting my programs much, so naturally a system designed around documentation wouldn't appeal to me.
3. What are your current reactions / acceptance / feelings to Web now? and why?

Now that I know Emacs well enough to get around, it is not too bad. I still don't enjoy programming in it much. It seems to make it harder than it actually is. I do see the advantages of documentation such as organization and the ability to emphasize portions of the program. I understand where documentation is important to me as a programmer as well as other programmers who read my program. The Web system, though, just seems too complex for something that is elementary, at least to the extent that we use Emacs.

\section*{8}
1. What did you expect from this class and why?

\begin{abstract}
When I enrolled in this class, I was under the impression that it would be stricly a course in PASCAL programming. I was told during my aummer registration conference that Computer Science 110 was a compoler programming course that focused on the use of PASCAL. When we were told on the firu day of clase that the emplasis in the course wount lie mainly on problern solving I was fairly surprised, bu I did not think I would find it as difficult as it has turned out to be. Because I have had absoluely no prior experience in PASCAL or WEB programming, I have had some difficulty adjusting to this class. Although this course has turned ous to be nothing like what I expected, I sill find it very interesting and I am learning more than I probably ever wanted to know abous computers, PASCAI, and this wonderful new thing called WEB programming.
\end{abstract}

\section*{2 What was your initial reactionfacceptance to WEB programming?}

After our firse exposre to WEB programming in this class, I decided thal I hated it. I had absolucly no idea what those funny commande meant or how they created auch neat oupuh, and all the talk about EMACS, WEAVE, TANGLE, and TEX made things even more confusing for me. I couldn't underuand how this new type of programming was supposed to male programs easier to read and more understandable, because it only made things even more confusing for me.
3. What are your current reactionslacceptancelfeelings to WEB now? Why?

After worling with WEB programming since the begirming of this semester, I amhappy to say that I think I almos undersand it. I uill have no idea why the codes I enter produce such profe ssional oupht, but al kas now I can finally produce ouppu. However, I still do not think that WEB progranming males programs more undersandable. I think I would much rather have a pure PASCAL program in front of me then apend hours flipping through chapters, sections, and small piccer of code trying to find the information I need. Although I think I sill pretty muct hate ith I am trying my beat to adapt to this new nethod of programming, and I hope that someday (preferably pretty 200n) I will discover the berefis of WEB programming.

\section*{Web HomeWork}
1) W'hal did sou expect from the chass"

I thought that the class would deal with the normal imroducton aspects to Pascal On the first day of class I heard the teacher stess that the class was not "Intro to Programming" at all, we were to think of it as problem soling. This did not bother me, I just thought that it meant this class was legitimate. And as far as Pascal, the course has been evergthing I had expected because ! managed to taice a lol of \(t\) is in high school and have my own computer
2) What was your reaction to web?

At first, I did not take it seriously until I realized how much more there was to every assigned problem than just an hour of Piscill. Actually, for the first couple of weeks following the first project 1 was pretly upset with web and thought it must be a cruch for people unfimiliar to programming. The real reason I dad not like web was that with in lurt my grade in the chass
3) What do I currenty fel aboul web?

By now. I am comionable with Web and hate no problem with it. Since I have had some experience wah Pascal beforchand. I'm sure I would have found it sumpler if we learned on that soley but I can see why we use W'cb now.

\author{
Homework Assignment \\ CFSC 110 H
}
1.) My expectations for this class consisted of obtaining a more thorough knowledge of Pascal. I had already learned a little bit about Pascal in my high school computer science class, but I was hoping to gain a more extensive knowledge of Pascal in this class. Even though my class last year was a whole year and this class is only one semester. I expected we would cover more in this class just because it is college and more independent work can be given.
2.) I had mixed reactions when I heard we would be using WEB programming. I was kind of apprehensive since that would mean I would have to learn another language just to program in Pascal. However, since WEB programming is used in the real world, I was glad \(I\) was getting a chance to learn it. Thus, overall, I was happy we were using WEB programming.
3.) After learning the tasics of WEB programming, I have come to like it. Although it took a while to learn some of the basic commands, it is now just as easy to use WEB programning as it is to use the plain Pascal Editor. It also allows for easier and more complete documentation. Eurthermore, it is also beneficial to me since now I am familiar with one more programming tool and may have a need for it in later iffe.
1. Before I started this class, I thought it would teach me more than the average class about PASCAL. I thought that it would go in greater detail about the intricacies of PASCAL, I never thought that it would be more on problem solving. All the honors classes I have been in just speeded up the learning process, trying to fit as much information into the time availabe.
2. When we first started this class, I was wary of how good I could do in it without having any previous programming experience. When I found out that we were programming in an environment new to everyone I knew that I would have an easier time in the class, getting a good grade, etc.. I had never heard of WEB programming, I didn't know what to think. I had no problem accepting it because I had no idea what it entailed.
3. After programming with WEB, I don't understand the need for it. I understand that it helps with the programs readability, but a good programmer should be able to make a very readable program by using comments. It might make it easier to right modular programs, but it also makes a beginning programmer lazy in his programming practices. I also found that it confused me because it was hard to remember what I had and hadn't done until I compiled it. Not only that, but in order to compile it, you have to go through many steps that seems to make the debugging process much more difficult than with a PASCAL specific editor. I can understand, and appreciate the Emacs editor in a UNIX environment, but cannot understand the reason for using it as an introductory course when you should worry more about the PASCAL of the program.

\section*{1) What did you expect this class to \(b \in\), and why?}

I expected this class to be a little tougher. I expected that we would have covered the material much more rapidly: I thought that in an honors class, everyone would have known Pascal already, although now I see that this isn't the case, and I'm quite glad for that fact. I was glad to see that in this honors class, there was a certain unity that isn't in any of my other non-honor classes. I was quite disappointed, however, that we weren't taught any audio or visual concepts.

\section*{2) What did you think of Web, in the beginning?}

I've had mixed feelings about \(T_{t} X\) and \(W e b\). At first when I had heard about it, but hadn't used it, I thought that it was a good programming idea, which I still do. However, once I began using it, I didn't care for the demacs editor. I also disliked all of the \(T_{4} X\) commands we needed to learn. I understand that \(T_{i} X\) is the primary editor for writing technical documentation. I also know that it completely supports Web mode, which is a quite handy, yet I feel that there must be a better editor that we could use, that would also suppor Web.

\section*{3) What do you think of Web now?}

Now I think that Web mode, in theory, is an excellent idea. I also think that in practice it works quite well. The only hesitations I have is with the Demacs program, and some of the limits of the Weave program. I really have grown to hate the auto saving, and the capitalization problem. In my opinion, no programming language should be case sensitive, including Weave.

\begin{abstract}
1) Upon ragistaring for this class, my first faaling was alation. I had the vary last, I do maan last, registration Needless 10 say, my schèdulé wisht axectly what I had wanted I fllled the lasl avallate seat In this class I look Iwa yaars of advancea placement pascal in high school. Gi course that sounds a lot better then it actually is My leacher moved very slowly in Iwo yeors we coverad poscal up to recoras, lles ond orroys This elasis rimi avery day and wa only nad pour paople in it. Desplla ner fallacles. aedr MrsGano was Inorough, soldid fal confldent with what litle I alid fhow expectad tnis elass moula drúajen ano ernance my pescal knowlejge Mrs Gano did not believe in turbo, sa I didexpect (hope) to learn some luitu:
 spend my college life in the compuler lob, but lve oujusteid I certsifily ini not expect web mode programming, which leads to trie next questlúh
\end{abstract}
2) The only word I cen think of to best descride my risclion to wed mijues programming is confusion Nat a blurry confusion, or everi a puzzied confuelon, i wos complatgly and utterly cluelessly confused Trie secarni choice mord would de why? I tried to be open minded even though I could not sae any 'mathod to the madnass' Even ofler the completion of our first. lab I had no ldea now to usi wab mode Mrs Gono, diess her heart, was d lurit



 understana it.
3) Wiser and more schooled in the worid of wab, I have come to accept wed mode and even see it's good points. It requires a differant approoch io writing a program that tsit oll oed. It would be very essy for ononprogrammer to raad o program wrilten in wad and fully understand the alm of the program. It's nice to know how to do samathing other than just strict pascal. And thera \(i s\) a cartaln joy in weoving and iexing and not getting onif grrers that could not be atlained any other way I would not use wed io writa a program unless it was requires, but I mignt if insunt olreody thu.. pascal, Dut if I wos ioquires to it would Do okey

\section*{MenigamentiResponse to WRB Prograning}

\section*{Questions}
1. What did you expect from this class and why?

To begin, I was expecting CPSC 110 H to be a "review" class from my polnt of view. Having learned pascal in high achool, I felt that I had mastered moat of the concepte that dealt with the language. Although I understand it, I find probleme dealing with refreahing my mind to apecific eyntax. (Examplen: where and whare not to use quotea with charactera, acceseing mpecific tields within records, etc.)
2. What was yourzeaction/accaptance to WEB programaing initially?

After encountering WBB etyle programing for the first time I thought "What bored person came up with this syatem?" I could not imagine why someone would want to get into my program and read page after page of documentation in order to see how my program functioned. I was always accustomed to worrying about whether or not the program worke and not writing a "paper" on how it would work. Compared to ueing Think Pagcal, the aditor I had previously used, DBMACS was a nightmare. The user interface was terrible and having to memorize five thousand different keyntrokes was not fun. I was also boggled by all the Tex commande that were being thrown in wy face by pete. Tex comande were a pain to learn and the time consumed learning these comands really got me frustrated. For further elaboration on my initial feelings concerning wsB please see the illustration provided.
3. What are your current reactions acceptance/feelinge to 4 EB and why?

At this time I understand why wes programing can be umeful when dealing with the deaign and maintenance of a program. I auppose I ngever reallzed that these two concepte were the wost important aspect: of program design. In addition, it ia easy to pick up where I left off with out having to review what I did previously. As for REMACS, 1 etill hate it; WBE keystrokes are too
numerous and are a has le. a pull dom menu or mouse interface would be a lot more convenient. Tex can be confusing at times but once i tart using certain commands regularly I think that the time consumed wilinreduced. Also, If find that going to and from DEMACS in order to compile, weave, tangle, tex, and edit is very inconvenient when it comes time to debug a program. I probably spend twenty percent of my time in the lab waiting for the machine to retangle, re-complle, and reload WEB every time \(I\) find the smallest bug. Then again, I may just be one of the few people who ia that picky. please see my second illustration to give you a better idea on my current feeling a towards WEB.


\section*{After WEB}


\section*{Illuatration 2: Current Feellnge towards WEB}


Expectations of Computer Sciente lio from Stadents

\section*{1) What did you expect from this class and why?}

Being completely new to the science of computers, I was rather unsure as to what to expect from this class. I had declared my major as Computer Suience because I enjoyed working with computers using applications software such as Wordferfect, Display Write, Quicken, and, of course, games. I was also fairly knowledgeable with commands and functions of DOS. However, l had no jdea how similar programming was in comparison to simply using software. 1 suppose it was this extreme lack of knowledge in reference to programming and computers overall that enticed me to tate the Computer Science 110 Honors. 1 hoped that since the class was much smaller. I would be able to grasp the programming concepts and applications more rapidiy than if I had taken the regular 110 course. 1 also honed to discover whether or not \(I\) truly wanted to make Computer Sulence my major and my chosen profession. I was quite relieved and a little excited when I discovered that 1 enjoyed programming a great deal, but, more importantly, I enjoyed the design process the most. In essence, l was hoping to discover through thas course whether or not I would enjoy spending the rest of my life designing programs. As of right now, I have been very content with what I have learned in this class, and my expectations have been met in full.

\begin{abstract}
2) What was your reaction/acceptance within the first couple of weeks to WEB programming? Why?
\end{abstract}

Since I have never programmed tefure thas class, my acceptance to WEB programming was almost immediate and unquestioning. After all, I was unfamaliar with all other types of editors and did not have a clue as to the advantages and disadvantages of using EMACS in comparison to other editors such as Turbo Fagcal. Futting aside this apparent lack of experience, my first initial reaction to WEB programming was one atin to surprista amazement. dfter all. I was fascinated with the facit that EMACS not only read our program rode amid the multitudes of text, but also ripped out all of ailr documentation (through the TeX function) and made an extremely nite, professional guide to our programs. To put it simply, l was very impressed wath fiED programming and its many advantages.

\section*{3) What are your current reactions/acceptances to WEB programming? How? Why?}

\author{
To be quite honest, I belifeve that am one of the only students who actually still believes that WEB programming is worth all of the extra work and documentation it requires. Since I am new to programming, I believe l ste the importance of careful and accurate documentation to help glade andividuals
}

\begin{abstract}
through the program. 1 have finally had an oppurtunity now to work wath the Turbo Pascal eultor, and I afi wholly convinced that bFB progranming is quite a bit more adaniced and adiantageous than the Turbo fascal editor. WEB programming allons so much more opportunities for good documentation than other editors. It is quite easy to get lost in the code of a complex program, and, if it wasn't for the neat documentation that EMACS allows a programmer to place with the code, it would be very difficult to follow the program through its entirety. I am an avid supporter of computer designs (probably bec:ause I would get lost in MY own code if it wasn't for the design to help guide me through the program), and WEB programming is the most efficient editor in aiding documentation and design that 1 have encountered. As a result, I have accepted \(W E B\) programming as the most effective means for writing code AND for writing neat, professional documentation.
\end{abstract}
1. What did you expect from this class and why?

I expected to be in a boring class and gel an easy \(A\) because I have had 2 years experience in PASCAL. However this has nol been the case. I leel that I have learned beller programming style. elc. Irom this class.
2. What was your reaction/acceplance/??? lo WEB programming initially and why?
At lirst I thought that WEB programming vould nould make it easier to wrile programs since you don'l really have lo worry about order quile as much as in conventional programming.
3. What are your current reactions/occeplance/leelings/??? lo NEB now and why?
Now thal I have more experience with WEE I don't like it as much. I have found that the small amount of ease in programming doesn't compare to the headaches caused by using NEB. Overall. the concepl is great but the actions leave much to be desired.

\section*{Opinions of CPSC 110}
1. What did you expect from this class and why?

As a freshman, my expectatlons for computer science 110 were only a part of my expectations for college as a whole. My first semestc: of classes brought whith them several Indivkdual expectations.

However, my expectations for the computer sclence class were considerably higher than for my other classes. One reason for this is simply because my major is computer science. I would naturally be andous about any computer related classes.

Another reason for my high expectations is the fact that I enrolled in an honors section. I was prepared to face a rather small ciass with a more personal feel to lt. By comparison, I am Just a face in an extremely large crowd in my other classes. I recelved the impression during regisiration that honors courses are more difficult than the other courses. Therefore, I came Into the class expecting a more difficult work load than the normal computer sclence sections. I must admit that at times, writing the program designs and program code seem like an enormous amount of work. However, I generally enjoy programming, and I am usually pleased to see the results of my work.

The one ihing that I expected most from my computer science course was learning the Pascal programming language. I had read the course description in the undergraduate catalog; so I new that Pascal was the language used in this particular class. Even before i read the student catalog, though, I knew that I would be programming in Pascal. I had talked to several people who had taken the course, and I was told by my high school computer science teacher that generally Pascal was the Initial
language taught at universilles.
I expected my computer science course to contalin a degree of problem solving. However, I never expecied it to be stressed as much as it has been. I have always enjoyed programming, not because of the language itself, but because of the opportunlty It presents to solve problems. The one thing that I enjoy most about programming is being able to come up with a solution to any given problem, and more Importantly, to come up with a solution that works. Obviously then, I was prepared to encounter problem solving, but I expected the course to focus more on the Pascal language.
2. What was your reactlon/acceptance to web programming initially and why?

Before this class, I had never heard of web-mode. I had never heard of Emacs or TeX. Even though I previously had used computers extensively, most of my experience with them had Involved eliner a Macintosh or windows based applications. Therefore, when discusston turned Irom Turbo Pascal to web-mode, I became completely lost. It was all foreign to me. I tmmediately became apprehensive and worried about the class. Because I knew nothing about web-mode at that time, it mistakenly assumed that It was something obscure that I would never be able to comprehend.

Thankfully, the class eased into the web-mode material relaitively gently. My initlal shock gradually wore off, though I stlll had several doubts. I feared that I would have to spend long hours mastering the Information necessary Just to write a Pascal program, something I had previously had quite a bit of experience doing. The experience made me realize that there was more to programming than just knowing a highlevel language, and that I did not begin to know as much as I though I did.
3. What are your current reactions/acceptance to web-mode and why?

Desplte my inllal reaction to web-mode programming, I have started to really llke it. It has proved to be much easier to master and use than I originally thought

Web-mode adds a rather strange twist to programming. It is certainly a more preferable means of documentation. Thls method provides a neat, good looking report. When compared to trying to sort through the documentation as \(1 t\) appears in the listing of a Pascal program, It is a wonder that anyone could not prefer web-mode. The web-mode documents logleally structured and easy to read. I love the fact that it automatically creates a table of contents and an index.

Web-mode provides a wonderful way to create a modular program. I find it much easler to work out a problem step-by-step when using webmode. Illike breaking down the problem into every litule detall and then ninding a solution for each of them. I don't feel as restricted when I program; I don't have to stlck to strict, standard problern solving methods. Instead, I can simply solve each problem in an order that makes sense to me, and therefore, hopefully also makes sense to anyone reading the document.
1. Before I had registered for CPSC 110 I had talked to Ms. Rierson who is my academic advisor from the MEP (Minority Engineering Program) offce about what this course would be about in general. Basically, what she told me is that it was a programming class that Implemented Pascal. I had taken a Computer Science class using Pascal in high school during my junior year where I was taught programming. So, naturally I thought that this class would also be a class that focused strongly on the language of Pascal and coding techniques. I expected to learn how to program in Pascal and become well versed in its syntay and special features. These were areas that my Computer Sclence class focused on in high school and since I used the same book then as we are using now I thought the class would be basically the same.
2. Priour to the first day of CPSC 110 I had never heard of WEB programming and its style and syntax were quite a change from what I was used to. At first, I was completely overwhelmed, because I thought we were golng to have to learn several brand new computer languages (WEB, \(T_{e}\), TANGLE, and WEAVE). I thought that these were new programming languages and that I would be completely lost.

However, when I finally understood what WEB was used for, my andety gradually subsided, because I realized that learning WEB was supposed to help coordinate my thought process and organize my design so that the flow and readability of my program would be optimal. I was still a little worried afterwards, because I was not sure if I would be able to handle Pascal and Demacs.
3. My opinion of WEB right now is slightly different. After I realized that it was supposed to enhance my program I was really interested in learning it, but as deadlines came around I realized that, although WEB was supposed to improve my program it, succeeded more in delaying its completion. However, I must admit that it takes out a lot of the pain that accompanies actual internal documentation of the program itself.

As a matter of fact, if had not been for the ducumentation that I had done in Demacs there would be some problems that would have been more dificult to solve. In summary, my opinion of W'EB is this: If I manage my time working on the lab assignment, then WEB enhances my program a hundred-fold, but if time is short then WEB, becomes a great hindrance to the completion of the program itself.

\section*{Computer Science Expectations and Fullfillments}

Since Computer Science 110 is required for my major, I didn't read the course description in great detail. The only expectations I had for the course material were to learn another programming language and to write programs for a grade. I chose honors because I knew the class would be smaller, the programming would be more complex, and because I could register early. I also wanted a honors class because it is easier to get individual telp in a small class environment.

When I first used web to write a program, I didn't like it because it was more time consuming than simply writing code. I've always used descriptive variable names, but I've neves documented my programs before. I was against web because I felt it was a waste of time to-describe every step in detail. I can see the logic behind the whole design process, but it's atill a pain to manually calulate every test case, and I still don't understand the purpose of having an abstract when I say the same thing in my introduction and problem description.

Overall, however, I see more pros than cons. The process of weave, tez, tangle, and tpe makes debugging easies. The ausonave feature of web is convenient for me, because it allows me to concentrate on what I'm typing instcad of wortying about saving my file in case the syatem crashes. Even though it can be annoying when l'm in high gear and in the sniddle of a complicated thought or edit, I know autosave will ave my sanity one day when I think l've erased my entire file.

I think that this class has taught me more than if I had just taken the non-honors class. I now know the benefits of using an editor, and the necessity of the design process. While the ureb system has some quirks that take some getting used to (like using del instead of the backspace key), it seems to be a better way to program.
1. What did you expect from this class and why?

To be honest, I really didn't know what to expect from this class. I know I initially worried about being the only person in the entire class that didn't know Pascal (which I wasn't). I also worried about taking this class in an Honors section with no pervious computer programming experience, except in high school.

I wasn't too worried about learning the code itself, because my boyfriend, Clint, assured me that I would pick it up quickly. So, far I have struggled with some of the concepts with the code, but I feel that is probably due to the speed at which we cover the material. Overall, I feel that I am learning the main concepts of Pascal, and I an beginning to feel confident in my programming ability.
2. What was your reaction/acceptance /feelings to WEB programming initially? Why?

I was overwhelmed by the thought of not only having to learn Pascal in an Honor's class, but to also learn an editor. After the first couple times on the computer, I began to feel more comfortable with WEB. On the shorter assignments, I was pleased with the results and enjoyed making my initial designs look good. It was a challenge to not only write a good design, but also make the appearance of this design look desirable too.

\section*{3. What are your current reactions/acceptance/feelings to WEB programming} now? Why?

After writing numerous labs on the Web editor, I have decided this type of documentation is for the birds. I realize the importance of documenting one's work, but the amount of agony and grief spent on these programs was not worth the output. The more complicated a design became, the more time I spent on the web documentation. In the last couple of program designs (after the initial design is due), I have found myself spending more time "weaving", "tangling", "texing", and auto saving than I care to mention. If these processes did not take so much time, I would have little objection to using such an editor.

It would also be helpful to design an editor that could be used with a mouse. The process of cut and paste is quite evil with WEB, and by using a notebook on my PC or the edit mode in DOS, I can cut my editing time in half.

I also feel that if is totally unfair to test student over Emacs commands. This memorization is not only a total waste of brain power, but also a waste of time, especially since you provided the class with emac "cheat sheets".

Overall, I have really enjoyed this class. I don't want you to think because I dislike WEB that I haven't enjoyed the work I've done in this class. I feel that the time spent on WEB, might have been put to better use somewhere else. But, then again, I could be wrong. I have no idea how important documentation is, or how effective this editing program can be. I am just learning. Maybe with enough exposure, I would learn to like WEB or maybe some other editor like LATeX. But again, I have enjoyed the problem solving aspect of this class. It is a challenge that I have enjoyed struggling with.
1) What did you expect from this clars? and Why?

I expected to learn a program language. I was not looking for problem solving skills. I am a Math major and this is the only Comp.Sci. I have to take. I took the Honors section because \(I\) wanted to register early.
2) What was your reaction / acceptance / ... to web programing initially? and why?

I was OK. I have nothing to base my reaction on, because I have no previous experience. It is helpful for short programs and It help me because \(I\) didn't know how to program at all.
3) What was your current reaction / acceptance / feeling .. . to web now? and why?

I hate it. It Clutters the file. I wish I could just write a program. I can see why YOU would use it but for me it is a pain. It takes to long to open the demacs file it takes to long to tangle and tex and weave.

What did you expect from thes class and why?
When I aigned up for this clase, I did not know what to expect. I signed up for the class because I am interested in taking a AI course (CPSC 320). In order to do that I eithes had to take EMGR 109 or CPSC 110. Being a Biochemistry Major, EXGR 109 has absolutly no bearing on what I want to do in life. I took CPSC 110日 because I figured the class would provide me with the background necessary to prepate me for CPSC 120 and eventualy CPSC 320.

What was your reaction to WEB programing initially and why?
lnitially, I looked at WEB programming as interesting and was looking forward to doing it. I have had very little experience with Pascal in the past and saw the need for the documentation. I have looked at programs in the past and not understood anything about what they were trying to accomplish. This causes great problems when trying to modify the program.

What is your current reaction to WEB now and why?
I still enjoy the WEB programing. The problem I have is the efficency of the interface. The time it takes to launch emace and then the time it takes to tangle, weave, and TEX the WEB program is excessive. Emacs is a tedious way to debug a program because every little change sequires changing the WEB source code and then tangling and compiling the code. This takes a large amount of time that could be more efficently used in editing and debugging the program in a Turbo Pascal editing environment, but in doing this the programmer must go back to the WEB code and change the Pascal code later.

When I decided to take Computer Science I was expecting to learn to program in Pascal using TurboPatcal. I did not know of any other Pascal editors, nor did I know of Emact, WEB mode, \(T_{B} X_{2}\) or weaving and tengling. I thought that the honore part would imvolve only more in-depth programming and maybe an accelerated pece. This is what I was expecting from what I had experienced and from what I had heard.

When I found out we were going to use Emecs, it wasn't a big deal, it was just a matter of leaming a fow command keyn. However, WEB mode programming was something totally alien to me and the thought processes involved seemed totally beckward to mes, but I thought it had posuibilition. I sew the benifits of WEB and was prepared to leam it. This acceptance did not endure long though

After being repentedly foiled in my attempts to add Pascal in to the \(\mathrm{T}_{\mathrm{E}} \mathrm{X}\) material I developed for my first lab, I began to really dislike the backwand way in which we were programming. Additionally, the lack of a practical method of drilling myself in the Pascal I wes learning from the book and the lecture soon left medrowning in a whirlpool of incomplete labe and assignmenta. I am still a little shaky on Pascal itself, and have no chue about plugging the little Pascal that I do know into a WEB file in such a manner that it functions properity. I like the documentation produced by the WEBs but would be much happier using straight programming in TurboPascal with internal documentation in the program, not a program within the documentation

\section*{That I Erpeacted From This Class}

After reading the course description of Computer Science 110, I was unsure of what to expect. By the wording in this description, I expected the class to be more lecture oriented and less programing. I thought this class would just be an introduction to the process of programing. I did not expect us to jump into programing as fast as we did. I figured that the first semester we would learn the practices and the second semester we would put then to use.

Also, I thought that I would have no problems with this course. Such is not the case. I must say that I have not reached my goals in this course. I guess I thought that since all the other courses in computers that I have taken have been easy for me, that this one would be too. That was a bad assumption.

The final thing that \(I\) expected from this course was the closeness that accompanies having small classes. I thought that since this was an honors course the class would be closer as a whole that in my other classes. For sowe reason I expected this class to ba more similar to my honors classes from high school. My honors classes ware very close and the students had a very close relationship with the teacher as well as each other. I guess comparing high school classes to college classes vas naive on my part, but that is what \(I\) expected. I am sure that students in thie class will cross paths again.

\section*{My Initial Reaction_Te HEB Prograning}

Hy initial reaction to WEB programming will probably differ greatly from other students due to my lack of previous experience with programing. My first reaction to WEB progranming was one of utter confusion. As far as including the definitions and explanations within the program body, this was something new to me. I had no idea what the "liabo" material did. To tell you the truth, I though that was part of the PASCAL program. For the first program I had completely no idea what was going on. I was trying to figure out what the individual statersents in the "limbo" material did. As you can tell, those first two or three weeks were very tense for me. Later on, I formed different opinions about WEB programing.

By the second program I felt more comfortable using ENACS. During this phase, I Felt that doing the design and then willing in" the code was a pretty good idea. I also liked the fact that longer descriptions can be used and still be understandable. This phase lasted up until about the fourth and fifth programs.

\section*{Current Reelings About HBB Prograning}

Recently, I have formed new opinions about programming using WEB mode. Up until the last few programs, I had a pretty high opinion about using it. Now, I am not really sure how I feel. WEB programing has its advantages and disadvantages.

On one hand, I like how the output is formatted. I also like how the text and code is integrated using WBB mode better than it would be otherwise. The thing I like most about programing using WEB mode ls being able to declare variables or anything in any order and call them in the main program. I would like WEB programming even more \(1 f\) I knew how to do more of the specialized procedures. Hore handouts with examples would help.

More recently I have discovered some of the disadvantages that are associated with using WEB programming. When working with longer programs, the compllation and similar processes are much more tedious. If you do not make programming errors, I guess you do not have to worry about correcting them. But if you do make mistakes, then correcting errors with WEB programing is also very tedious. It would not be so bad if you did not have to close your gnacs file every time, but you do.

My opinion about WEB prograning changes nearly every time I use it. Right now I can not decida whether ENACS is more of a help or hinderance. It 18 slow, but the printed product looks so much more elegant. Which would you rather have?

\section*{Evaluation of CPSC 110}
> 1. When I enrolled in Computer Programeing 110 I was expecting a class that whould teach me the basics of programaing in Pascal. In taking a honors \(I\) was expecting to be in a class that was taught with greater degree of knowledge and to a class with higher degree of intelligence. I vas also expecting the class to be taught be a profescor who whould teach the pascal language to a greater degree than a regular class professor would. Not knowing how to prograti in pascal was one of the dray backs of signing up for this clase but I figured that I would learn more in the class if it was an honors class than a reguler ciase.
> 2. As I stated in the previous paragraph I have not programmed in Pascal before so I do know the differences between web programing and other types of systens. In my untutored opinion the web program is very helpful in putting together a program that 18 very easy to understand and also very easy to correct if there is a change in the program. I realiy cannot give any comparisions between this style of programing because of my lack of knowledge in this subject. I have howsver tried to program in turbo pascal and found that web otyle of programaing was easier for me hovever, I am not sure if it is just that I am used to the web programaing so much that everything else is just foreign to ma.
> 3. Right now I feel that the web mode is a very useful tool for programing in Pascal. If it wasn't for the web programing system I do not feel that \(I\) would be able to complete any of my programs to the degree of mecuracy that so far all my programs have been. The web programaing has helped we to undergtand how to program in Pascal better than any other program probably would. The only thing that I noticed about the turbo Pascal that \(I\) wish was on the web programing was to be able to show you exactly were your errors are while the progran is stili up on the screen.

\section*{Question 1: What did you expect from this class and why?}
-Before I started this class in the fall, I expected several things from it. Being an honors course, I expected the class to move at a quicker pace and to cover more than a regular course. I expected hands on experience with current hardware and software because of the large amount of resources available at Texas A\&M. I expected to learn a little about the campus computer network because, as a Computer Science major, I will need to know how to use the computer facilities. I also expected to gain some knowledge about the current computer industry, realizing that the purpose of college is preparation for real world involvement. Last, I expected an instructor who is enthusiastic about teaching.

\section*{Question 2: What was your reaction to Web programming initially? Why?}

After the first few lectures and before working extensively with Web programming, I was confused about how it worked and didn't see any dramatic differences between it and the Turbo Pascal editor. I was unsure of Web simply because I didn't have any experience working with it. It was just an abstract idea in my mind and its uses were vague to me. However, I did accept the program and was eager to learn more about it. Now that I reflect on it, I do see that my current impression of Web was formed by being open minded and by willingness to accept the program beyond its initial presentation.

\section*{Question 3: What are your current reactions to Web? Why?}

Now that I have been able to work extensively with Web, I see that it is a very useful tool, and \(I\) enjoy doing labs with it. I believe it is useful because of the way it forces organization and the emphasis it places on planning. I am beginning to understand the importance of program documentation, and I realize that Web is very valuable in that regard. I enjoy working with Web because I enjoy writing, I like the style of documenting text that Web uses, and I like the control the user has over the output. My overall impression of Web now is positive. I do see the advantages it has over the Turbo Pascal editor, and I am glad I have the chance to use it.

\section*{Programming 1 ?}

I knew this class was a programming one because of the title and description in the \(116^{\text {th }}\) Undergraduate Catalog. Plus, I had a good idea that the language would not be in BASIC; that one's too simple. The notion of programming really did not hit me until I actually got into class on the first day. To tell you the truth, I didn't know what to expect from this class; I took it because it's the first course any Computer Science major must take, and I took the honors because I felt it would be very beneficial to have an honors class that was in my major. As to the contents of the class, I had no idea what was to be expected, nor did I really care, since I had to take it anyway. All I knew was that I would find out more about the class when I got there.

When I first got into class and realized it would be programming in Pascal, I thought, "That's cool." But, when you started mentioning the WEB program/ifie and weaving and tangling, I began to think, "Am I in the wrong class? This sounds like basket weaving. What does basket weaving have to do with computers?" I am not kidding you; I really thought that. The first day I came to fully understand what you were talking about when you said "Tangle" and "Weave" was the day when you gave us the diagram of the WEB world, in which the WEB file goes down the two paths via Tangle and Weave.

When we actually started working with Emacs and our WEB files, I was a little leery about it because of all the strange, new
commands. I didn't let it get to me because Im the type of person that just goes with the flow. When we got a chance to see the final output of the DVIng, I was amazed and awed that the computer could do that. I thought it was really interesting; yet, I still had a few little doubts here and there about a variety of items. At the time, however, I was still trying to get settled down into college life, so I didn't worry over it too much.

Now that we have done several labs using Emacs and WEB, I have a better feeling about it. I like it. WEB allows me to write down my thoughts at the same time and place where my code is written. It's very helpful in keeping your thoughts straight in your head. It allows you and others to know what you did at a specific point in the program and why you did it that way. Also, breaking up the code into different sections makes it a lot easier to write code, for two reasons. The first is because this allows parts of code to be written and placed in the area where the documentation for that code is found. The second is that by breaking down the code into little parts it is easier to work with and figure out the problem and the bits of code to go with that problem. This stepwise refinement really helps in turning a monster task into simple, easy assignment statements. WEB and all its attributes, are very useful to programmers and very beneficial to everyone involved with the program.

CPSC 110

My initial expectations for the Computer Science 110 honors class ivere numierous. My primary expectation of the class was the size. For fourteen years I attended a small private school where the classes never exceeded 20 and by enrolling in the CPSC 110 honora I hoped that the size would be similar to that of my high achool. I fell that this was not an unreasonable expectation because the way in which A \& M presents the honors program it can only be deduced that the size of any honors course would be aignificantly emaller than the regular equivalent.

My econd expectation of CPSC 110 honors was that it would be taught by comeone who was nol only intereated in the field but also energetic about the class. This expectation was also reasonable in my mind simply because, that is what the honors program is all about, teachers and students who care. This brings me to the third expeciation and only expectation that has not been adequately fulfilled. I had hoped that the class would be made up of atudents who were not taking the course just to fulfill their honors requirements but sather students who had the desire to leam everything that they could, Students who came to class because they wanted to be there, and students who respect those around them and the teacher. Neediess to say, that is not the case.

My final expectation of CPSC 110 honors was that it would solidify my, base in problem aotving and reinforce my knowiedge of Paschal. The course has thus far done an outatanding job of both solidifying my base and reinforcing my knowledge of Paschal.

My initial reaction to the web style of programming was one of complete confusion. We were thrown into the lab and left to understand the concept by trial and error. Not to ayy that there was abwolutely no instruction about the nature and purpose of a WEB file, but, for myself, someone who has previousty programmed in paschal, there was not enough explanation at to the advantage, the proper implementation, or the integration
of code into a WEB file. The first lab was intensely annoying. We had no idea what was happening, what we were typing in, and most importanty, why we got all the errors and how were we going to correct them. The errors in the \(\mathrm{T}_{\mathrm{E}} \mathrm{X}\) were the most frustrating because we had absolutely no idea what the \(T_{E} X\) commands were doing and no way of finding out if we were working in the lab al night or some other time that help was not available.

However, I have been converted. I now believe that the ViEB atyle of programming is much better than that of any other I have thus far encountered. The reason for this one hundred and eighty degree aurn around was that when I attempted to go back and edit a program that I had previously written in my high school career it took me several hours to even determine the general area that I needed to concentrate on. The program was an address book that used arrays, records, color, windows, and everything else that is now nothing more than code with no fiyme or reason as to why. I can now not only see the advantage to the WEB style of programming bul I can appreciate it.

However much \(I\) appreciate the WEB style of programming it is still to this day very frustrating at times. The only thing that I could think of to alleviate the confusion would be to teach more of what the \(\mathrm{T}_{\mathrm{E}} \mathrm{X}\) is all about and the commands. But perthaps the best way to leam is trial by firc.

\section*{Reactions to Class}
1. What did jou expect from this class \(u_{i}\) id winy? I didn't really know what to expect. I had heard that it was just basically PASCAL. so I expected a more in-depth version of the computer science class that I took in high school. I assumed that the Turbo editing environment would be used, simply because I didn't know about any more sophisticaled or pragmatic editors. Since the course is honors, I guessed that the class size would be smaller and the assignments would involve more thought than the regular sections' problems.
2. H/hat was your reaction/acceptance/whatever to WEB programming? (in the first couple of weeks of class) Why? I found EMACS to be a cryptic, bulky editor and WEB to be a slow, inefficient way of programming. I found myself spending the same amount of time planning the program and developing. pseudocode, and taking longer to type the program into the machine. Though I recognized then the value of WEB programming for maintenance and readability, it annoyed me.
3. What are your current reactions/acceptances/feelings/etc. to WEB? Why? I recognize the importance of WEB, but I still do not like it. I am glad that I am learning it, but! wish it was never invented. I would probably feel better about WEB if I had not already learned to program; it would be more successful with first time programmers. Since I already think in terms of "what should happen next in this program" the quality of WEB that allows the program to be assembled from bits scattered throughout the document is of little use to me. I tried to write like that, but I had so many compilation errors ( variables
declared too many times, etc. ) that I abandoned this styie. I now write the comments, then write the whole program, in the order that I would enter it into a Turbo editor. I still think that the EMACS editor is very inefficient and quite obnoxious, but there have to be some programs for computer scientists of my generation to improve. Another frustration I have with WEB is that I have to program in the lab; I do not know of a way to use my machine at home. This would be less of a problem if 1 could somehow access EMACS over my modem, but I do not know that this is available. I realize that, as a C.S. major, 1 need to get used to cryplic, awkward systems, but WEB programming is still a challenge.

\section*{f10 Cless Evaluetion}

QUESTION AND ANSWER SESSION
1. Question and Answer Session.
2.
3. CPSC \(110 \cdot \mathrm{H}\)
4.
5. What did you expect from this class and why?
6. Actually, I didn't know what to expect from this class. Because it was the first semester of my freshman year, I couldn't make ayy reasonable assumption as to what was going to happen. The whole arena of college life and academica was a complete mystery to me. In apite of older friends talking to me about college, something was always loat in the translation. It seemed more sensible to enter this new world without any preconceived notions. Throw in the fact that this was an honors course, and xpectatione lose even more of their significance. Who can say wht twists and turns an honors course will take? Because of all this uncertainty, I decided to not develop expectations where they would only serve to confuse the issue.

\section*{7. What was your reaction to Web programming initially and why?}
8. At first I couldn't understand why we needed to know Web programming. It seemed unimportant. I didn't realize the significance of program documentation. I thought that as long as I wrote a program code that worked, there wasn't much else to know. Chalk it up to ignorance on my part. But we were told it would definitely help us in the long run, and that was enough to make me follow through. In the beginning, the ideas behind Web programming were very confusing to me. It took me a long time to realize that it was a combination of documentation and code. Up to this point, I'd had extremely little experience in documentation. The entire concept of writing dowin in prose form what a program was auppoed to accomplish was relatively new to me. Because of that, I was probably a little intimidated. And again, I couldn't do anything but trust in the instructors and try to understand what was going on. That's typically what a student does to learn anything.
9. What are your current reactions to Web now and why?
10. I see now how important Web, or any documentation programming, can be. I also understand the importance of clear design tactics to facilitate maintenance. The actual code seems to be of somewhat leaser priority. I see that the whole idea of design and documentation is developed to make code formation less of a hassle. Of course, I'm atill at lenst a little intimidated by Web. It seems that the more 1 find out about it, the more these is that 1 don't know. It gets frustrating at times, but I'm starting to pee that pattern in everything I'm learning. So, I guess it's just a natural progression of learning. Finally, Web programming is definitely a uecful tool, and I'm glad I had the opportunity to be introduced to it before going further in my computer science career.

\section*{Phoricipmion Astianuen I Cuss Eumurion}

\section*{I) Wht mo you Expect frow tus cuss monmil}

I expected this class to be much more PASCAL intensive, mainly due to the description of the course that was presented during Freshman orientation. The title of the course is 'Programming I,' thus leading to the conclusion that the primary thrust of the course would be programming.

\section*{ ww?}

My initial reaction was disgust. The course seemed to be going in a different direction than I had hoped, and I honestly did not like it. WEB style programming seemed to be a time consuming and wasteful process that was nothing more than programming documentation overkill.

\section*{ mw?}

I am now comfortable with the WEB process. After working (many hourst) with the programming style, I feel that I can be fairly efficient with WEB. The TEX experience has its obvious advantages, and the emacs editor experience will be useful in the future. However, the style in which the programs are documented still has a wordy and

\footnotetext{
cumbersome feel. I was taught to document a program with remark statements in a way that is concise and descriptive. The WEB style programming is a departure from this in-program style that is still uncomfortable for me.
}
1. What did you expect from this class and why? Actually, I expected computer science to be myorst class this semester. The first day of class scared me half to death. Since I knew nothing about Pascal or programming (and assumed everyone else did). I was somewhat paranoid in general. When we gtarted talking about WEB and \(T_{E} X\), literate programming and editing environments, etc. 1 began to ponder dropping the class and losing ay honors credit.
2. What was your reaction/acceptance to WEB programing initially? As was stated in the last response, my very first reaction to WEB was to run as far away from the computer science department as possible. After the first lab, I started feeling a little bit better because no one else in the class understood WEB either. One day in the middle of the second lab, something sort of hit ae and it all kind of fit together--the way modules work and what the different comands do, eic. I understood why WEB was used to aaintain programs mainly because when I looked at a turbo written Pascal program, it just made absolutely no sense to me.
3. What is your current reaction/acceptance to WEB? Now, I'a pretty much enjoying the class. It seems easier to me to work with a WEB--the design process work out the programming problem before you code, and the actual WEB file helps ae keep my code segments separated and organized. The only thing 1 really like better about regular pascal is declaring all the variables, constants, and types together (which is fine because it can still be done in a WEB). I might feel differently if 1 had known Pascal before taking this class, but I'm fairly confortable with the WEB format and simple \(T_{E} X\) and emacs commands at the moment.
```

1. Becouse it is called an' Honons' class. I expected the
pnocess of leaching Tunbo Pascal to be eccelerated. I also
expected is to be about gof lab. because that ismene you
actuakly learn how to wrize a program.
2. When I wa\& 6<k\&t lntroduced to emacs, I felt cu{lous,
Decause it was somethlng new. and also wondrous, because I
thsught we were to leagn Programming in Turbo Pascal, and
not editing a texto<le using emac4.
3. Now, since I have become a little familian with emacs. I
believe. that it might be a good idea to ecquaint students
to emacs, if thene is a good chance of them needing it as
they progness. I believe that having us edit vur turbo
Pascal onognams and documents through emace is inaopropriate
60n zhis class, since much of oun time to actually iwnite a
prognam' is lost on emacs, weave, tex, tangle etc.
```
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[^0]:    Abstract. Aggie Lawn Service is a business which provides lawn care for the cilizens of BryanCollege Station. An estimate for a potential customer is provided which includes a cost statement and an estimated time to complete the job.

[^1]:    (3:)program quaciratic; (4:)type complex=record realpart: real; imaginarypart:real;end;(:4)(5:)var a,b,c:real;(:5)\{8:\} discriminant, realpart, maybepart: real; (:8)(10:)×1, x2: complex; (:10) begin(6:)writeln('Enter the values of $a, b$, and $c .1) ; r e a d l n(a, b, c) ;(: 6)$ (7:)discriminant: =b*b-4.0*a*c; realpart: $=-b /\left(2.0^{*} a\right)$; maybepart:=sqrt (abs (discriminant))/(2.0*a); (:7)(9:) if (discriminant>0.0) then begin x1.realpart: =realpart+maybepart; x1.imaginarypart: $=0.0 ; \times 2$. realpart: $=$ realpart-maybepart; x2.imaginarypart: $=0.0$; end else begin x1.realpart: =realpart; x1.imaginarypart:=maybepart;x2.realpart:=realpart; $\times 2$. imaginarypart: $=-$ maybepart; end; $(: 9)(11:)$ writeln('The solutions are: '); write(' $\quad x 1=$ 'x1.realpart:5:2);
    if (xl.imaginarypart<>0.0)then write (' + ', xl.imaginarypart:5:2,'i'); writeln;write (' $\quad x 2=$ ', x2.realpart: $5: 2)^{\prime}$;
    if(x2.imaginarypart<>0.0)then write(' + ',x2.imaginarypart:5:2.'i'); writeln; (:11) end. (:3)

[^2]:    Lab 6 - The College Station Corner Grocery CPSC 110 Fall 1993
    Program: Due Tuesday, 12/7
    PROBLEM:
    This is the same problem as that of Lab 5. You've been hired by College Station Corner Grocery to develop a program they can use to maintain their store inventory.

    ANALYSIS:
    Same as that of Lab 5.
    REQUIREMENTS: You must meet the following requirements:

    1. Your main program should consist of a minimum of three procedure calls: initialize (for files), input, and processing.
    Remember, however, the main program should only have procedure calls.
    SO, NO CODE OTHER THAN CALLS IN THE MAIN PROGRAM.
    2. You are reguired to use the EOF function for reading in the file. 3. You ARE required to pass parameters for this program.

    DIFFERENCES: Lab 6 differs from Lab 5 in the following ways:

    1. Instead of using arrays, you should use a linked list of information. You should create a record type which contains the information in the input file, as well as a pointer to the next record.
    2. You may add information ro the list in any.manner (i.e., add records to the front of the list, the middle of the list, or the end of the list).

    The input file is the same as that of Lab 5. Just use LAB5. DAT.
    Save the above program (name the file POINT.PAS) on a $3.5^{\prime \prime}$ disk. Turn in the disk AND printout of the program on the due date specified above. The code you turn in should adhere to all applicable style standards.

[^3]:    42. Statements in a high-level language are converted to statements in machine language by a loader.
    43. A syntax error in a program is an error that causes the program to produce incorrect output.
    _ 44. If the value of $X$ is 735 , the statement Writeln ( $\mathrm{X}: 2$ ) will not cause the number to be displayed incorrectly.

    - 45. The insertion of comments in a program neither causes the progras to run more slowly, nor causes the object code to take up more space.
    - 46. In an arithmetic expression, without any parentheses, the computer always performs the letcmost operation first.
    Multiple Choice - Select the Best Answer.
    _ 47. Which of the following is not an advantage of a high-level language? a. It is easier to use than machine language.
    b. Its statements resemble English.
    c. It is portable.
    d. Memory can be referenced symbolically.
    e. It is easy for the machine to understand.

    48. Which of the following statements calls procedure XYZ?
    a. Call Xyz;
    d. program ABC (XYZ):
    a. Call XYZ; byZ ;
    c. XYZ:
    49. If a computer's collating sequence places upper-case letters in consecutive ordinal positions, then $\operatorname{Ord}\left(' \mathrm{~F}\right.$ ') - $\operatorname{Ord}\left(\mathrm{Succ}^{\prime}(\mathrm{A}\right.$ ') $)=$
    a. Not defined
    d. 'D'
    b. 5
    b. 4
    c.
    50. Which does not represent a pascal reserved word?

    | a. WriteLn | d. begin |
    | :--- | :--- | :--- |
    | b. program | e. All are reserved words. |

    51. The effect of the following program segment can best be described as
    if $X>Y$ chen $2:=X$;
    if $X=Y$ then $Z:=0$;
    if $X<Y$ chen $Z:=Y$;
    a. The smaller of $X$ and $Y$ is stored in $Z$.
    $b$. The larger of $X$ and $Y$ is stored in $Z$.
    $c$. The larger of $X$ and $Y$ is stored in 2 , unless $X$ and $Y$ are equal, in which case $Z$ is assigned zero.
    $d$. The larger of $X$ and $Y$ is stored in $Z$, unless $X$ and $Y$ are not equal, in which case 2 is assigned zero.
    e. None of tis? above.
    52. A unique value that can be used to terminate a loop containing a Readtn statement is called a
    a. terminal value.
    b. sentinel value.
    c. loop control variable.
    d. inpur value.
    e. loop termination value.
